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Abstract
This article presents the case of the Learning Analytics Architecture (LARC) dataset, a collaborative effort at the University of Michigan to develop a common and extensible tool using administrative data and designed primarily for learning analytics researchers to investigate enrolled students’ academic careers, demographics, and related teaching and learning outcomes. The institutional context prior to the creation of the dataset and the rationale, design, development, and maintenance involved in creating LARC are all detailed. Also discussed are the procedures for access, documentation, and ensuring the continued usability and relevance of the dataset for a growing learning analytics and data science research community. The authors conclude the case description with recommendations for institutions seeking to replicate this effort.

Notes for Practice
- Administrative data in higher education is not typically ready “out of the box” for learning analytics researchers. How can institutions leverage their own resources and knowledge of their data to reduce time-intensive and repetitive data-cleaning efforts to make the most of their own data?
- This article presents the case study of the LARC dataset, as well as the decision points and process that the committee members undertook to build and maintain the data. This kind of effort remains a major hurdle for many higher education institutions.
- A framework is provided for other institutions interested in building a similar dataset for learning analytics research. Six areas of consideration are discussed: (1) facilitating partnerships across departments, roles, and levels; (2) level setting and arriving at a common level of understanding among team members; (3) obtaining buy-in from relevant stakeholders and data stewards; (4) designing for the needs of the specific institutional context; (5) utilizing national and international standards whenever possible; and (6) understanding the institutional landscape of learning analytics and designing datasets accordingly.
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1. Introduction
Postsecondary educational institutions have a wide variety of needs for student data. Otherwise known as “administrative data,” this information is used by institutions to carry out key functions such as admissions, financial aid, course registration, student employment, graduation, and development. The operational data systems built to run these functions often apply business intelligence techniques to allow administrators and other decision makers to gather and analyze key metrics for reporting, budgeting, marketing, and other administrative needs. This “practice of mining institutional data to produce ‘actionable intelligence’” is commonly referred to as academic analytics and is most often used at institutional, regional, and national or international levels of analysis (Campbell, DeBlois, & Oblinger, 2007). Academic analytics is therefore commonly interested in information at a high, aggregate level of detail that summarizes trends and areas in which administrators can effect change (e.g., student retention). Administrative data is therefore organized, often in large relational databases, to support...
the types of reporting and analysis typically conducted by institutional research or business intelligence professionals.

Learning analytics, by contrast, centres on understanding and optimizing the learning process, including the relationships between the learner, the content, the institution, and the educator (Long & Siemens, 2011). The unit of “actionable intelligence” within learning analytics analyses is therefore typically smaller or more fine grained (e.g., segments of learners, specific courses, or departments) than those in academic analytics. While learning analytics research focused on the learning processes in higher education may utilize many of the same general data sources as academic analytics, the tools and techniques can vary greatly. For example, academic analytics often relies on reports and basic visualizations driven by business intelligence tools, while learning analytics commonly uses statistical and network analysis software and sophisticated predictive modelling techniques.

2. Bridging the Data Divide between Academic and Learning Analytics

Prinsloo, Slade, & Khalil (2018) argue that there are various issues and policies inherent in the differences between academic and learning analytics that impact the collection, analysis, and use of student data at the micro, meso, and macro levels of an institution. Learning analytics can therefore demand different types of data, and in different formats, than those commonly employed for academic analytics. While, in practice, academic and learning analytics techniques may be merging or cross-pollinating at certain institutions, the systems and data formats designed for academic and learning analytics remain quite different and are optimized for different purposes.

Reformatting administrative data for learning analytics research can often be cumbersome, time-intensive, confusing, and repetitive across multiple researchers and projects, even within a single institution. For example, the most popular student information systems in use in higher education today (e.g., PeopleSoft, Banner, Workday) typically store student information to facilitate the efficiency of the software. This results in several database tables with multiple rows per student to deliver fine-grained information, such as a student’s current major(s). Learning analytics researchers, however, often need simplified versions of this information and in a format more easily interpreted by statistical and machine learning software packages.

This article describes an effort at one institution of higher education, the University of Michigan (U-M), to begin bridging this divide by creating a new dataset from institutional administrative data that could be a common and extensible foundation, designed primarily for faculty, student, and staff researchers. Since its official launch in late 2016, the resulting Learning Analytics Architecture (LARC) dataset has emerged as a model for how institutions can serve both academic and learning analytics priorities through committed collaboration across constituencies. The authors will describe the rationale, design, development, and continued maintenance involved in creating the LARC dataset; point out several examples of how researchers have conducted new analyses made possible by LARC; and conclude with several recommendations for other institutions seeking to create their own version of this dataset.

3. Building LARC: A Collaborative Enterprise

3.1. Institutional Context and Rationale

The rationale for the LARC dataset grew from learning analytics researchers’ prior experience of working with administrative data. As detailed by Lonn, McKay, & Teasley (2017), U-M had built a nascent learning analytics community with many research projects being launched to investigate a variety of questions related to student learning and academic success. For example, one project revealed that first-year engineering students who received a 4 on their Math AB Advanced Placement (AP) exam only received an A or B grade 50% of the time when enrolling in Calculus II their first term (Nam, Lonn, Brown, Davis, & Koch, 2014). A different project analyzed the impact of a general chemistry prerequisite on later student achievement and progression in subsequent chemistry courses (Shultz, Winschel, & Gottfried, 2015). A significant number of these projects each independently obtained, transformed, and analyzed institutional student data, replicating such work for each subsequent project. Simultaneously, Benjamin Koester was a key staff member coordinating a multi-institutional effort to examine similar student- and course-level trends. This project struggled to find ways to structure student data in comparable ways and to best conduct parallel analyses of the data, once normalized. We thus began to strategize that by collaboratively constructing a shared dataset, we could eliminate the need for such replication in the future and potentially create a model for other institutions to emulate.

3.1.1. Barriers to Administrative Data for Researchers

Based on the experiences of working with administrative data across several research projects, several themes help describe the kinds of barriers learning analytics researchers experienced while working with administrative data prior to the launch of the LARC dataset. First, it was not always easy to locate or uncover particular data elements or areas of research interest. For example, trying to identify an undergraduate student’s intended major began with looking at information from a survey that
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students answered at orientation and then investigating information from the application and weighing that data source against an institutional survey for the liberal arts college.

A second theme was that the data was not centralized. This is a common barrier for large research institutions where individual departments or units may control institutional data that may or may not be linked to other administrative data elements. For example, the data for U-M’s learning management system was housed in a separate system than course data — these two data sets were governed by two different data stewards, both of whom a researcher would need to get approval from if they needed to combine these data sources to conduct their learning analytics project.

A third theme was that administrative data structures are often complex and can be inconsistent across domains. For example, a “flag” variable in the registrar’s dataset indicated whether a student was an “underrepresented minority” based on their race or ethnicity. However, the admissions dataset did not include this flag for a variety of historical reasons. Furthermore, depending on who was using this flag, students who were citizens of another country were included or excluded from the count, regardless of their flagged status. It is important to note, however, that researchers at U-M were not flying completely blind. The Information and Technology Services (ITS) unit regularly updated and publicly published data dictionary documents that detailed the data tables, elements, descriptions, and value examples for each dataset centrally maintained at the institution (https://its.umich.edu/enterprise/administrative-systems/data-warehouse/data-areas/student).

Finally, a fourth theme was that it was often difficult to interpret or understand business processes that defined values in administrative data but were not necessarily documented for researchers. For example, if a student changed majors from one school or college at U-M, the new school or college could choose whether to accept the grades from the originating school or college. If they chose not to accept the grades, students would still have credit toward graduation, but their grade point average (GPA) would effectively reset. Thus, it was nearly impossible for researchers to understand why a second-year student would have a 3.8 GPA (on a 4.0 scale) one semester and a 0.0 GPA at the start of the next semester.

The researchers who strategized for a new common dataset for learning analytics sought not only to reduce these barriers for their own research but also to create a common good for future researchers.

3.2. Constitution and Composition of the Collaboration

The initial call to discuss a new “data structure strategy for learning analytics” was sent in December 2014. Recognizing that in order to successfully construct a learning analytics dataset derived from administrative data they would need a variety of expertise, the organizers invited a wide variety of stakeholders to the initial planning meeting, including faculty, graduate students, staff domain experts, and IT business intelligence professionals. Arnold, Lonn, & Pistilli (2014) posit that a variety of academic and support staff as well as students of all levels need to be involved in creating a culture of awareness and acceptance for learning analytics, including efforts such as constructing a new dataset.

As a first step to defining the scope of the project and the correct project team membership to successfully implement that scope, the attendees from the planning meeting were tasked with listing their most common questions or queries of student administrative data. The questions were then categorized into general data areas (e.g., admissions, courses, human resources). For example, one question listed was, “For a student who received grade X in course Y, what is her/his grade likelihood in course Z?” Another question, more focused on data from admissions, asked, “How well does high school X prepare their students compared to other high schools?”

Following this exercise, the group members met again, discussed the range of questions and queries listed, and agreed on a general scope and strategy for moving forward. Given this refined scope, group members also suggested additional or alternative individuals to join the project team. By the end of January 2015, the membership was solidified and began work in earnest on defining what, exactly, U-M learning analytics researchers needed from administrative data.

3.3. Guiding Principles: Building for an Emergent Domain

As the work of the LARC team began in earnest, three tenets emerged as central pillars to guide the development of the dataset.

First, the researcher would remain the central persona for whom the dataset would be designed. This immediately led to design decisions that could constrain other potential users of the dataset. For example, the data would be stored as “flat” as possible, meaning as few rows as possible to more easily import the data into a statistical analysis software package such as R, STATA, or SPSS. Other potential uses, such as a web-based reporting tool, might perform better with a more traditional, vertically constructed, relational database but would not be considered since they deviated from the central persona’s needs. The LARC dataset would also not have the same administrative business intelligence front-end tools as other administrative datasets since researchers did not commonly utilize this tool, which alleviated many of the constraints that other administrative datasets must adhere to.

The second guiding principle reflected the emergent nature of learning analytics. As a field of study, learning analytics is relatively new. The standard definition was published at the First International Conference on Learning Analytics and
Knowledge in 2011 (https://tekri.athabascau.ca/analytics/). As such, the members of the LARC committee were hesitant to declare what the bounds of learning analytics research questions might be. However, the members were also reluctant to design a dataset for every possible groundbreaking research project. This increasingly common challenge to database organization for research was acknowledged by Stonebraker, Frew, Gardels, & Meredith (1993) in the Earth Sciences and later by Szalay, Kunszt, Thakar, Gray, Slutz, & Brunner (2000) in the Sloan Digital Sky Survey (York et al., 2000). The latter advocated a “20 queries” solution to managing multi-terabyte astrophysics databases. The 20 queries were intended in spirit to address basic questions of regular utility to the astronomy research community. Naturally, these queries did not cover the set of innumerable potential complex research questions that might be posed. Instead, they “characterize the kinds of questions astronomers are likely to ask” (Szalay et al., 2000).

Unlike earth science or astronomy, learning analytics is a nascent field where researchers are still developing core questions to inform their research. Thus, the compromise solution was to design the dataset for about 80% of the local learning analytics research community’s core questions and allow for extensibility for those researchers on the leading edge so that those who really needed the uncommon administrative data would be able to combine additional administrative data with the core LARC dataset. The LARC committee’s experience suggested that four out of every five questions could be considered simple queries. For database architects, this rule of thumb also minimized resource-intensive over-engineering to address every possible research question.

The third guiding principle was strongly linked to the second. The committee and, most important, the ITS members and their supervisors committed to refining and/or enhancing the LARC dataset on a regular basis. Each refinement or enhancement would have to meet the 80% threshold to be considered, and that 80% would be a moving target based on the development of the field of learning analytics. This principle is important for keeping the dataset relevant and “lively,” meaning still working and of inherent use (Lupton, 2010) versus being broken or no longer useful for the community in which it was created (Pink, Ruckenstein, Willim, & Duque, 2018).

3.4. Directives for Data Development

Operating under the tenets described above, the LARC committee began the intensive work of identifying data elements that fit into the 80% solution and helped answer many of the initial questions listed by the committee members on the initial brainstorming document. For each data element or set of elements, the four directives in the next four subsections were used to guide the development.

3.4.1. Flatten and Combine

As mentioned in the first principle in section 3.3, the LARC dataset was designed to be as flat as possible and combine as many similar data elements as possible to best facilitate data translation to statistical software. This meant that LARC could be delivered in as few as five tables: Student Info (one row per student), which contains one-time data such as demographics, test scores, and degrees; Student Term Info (one row per student per term), which contains one-time-per-term data such as class standing, GPA, and major(s); Student Course Info (one row per student per course), which contains course-specific data such as course subject and number, course grade, and classroom details; Student Term Transfer (one row per transferred course), which contains details for each course awarded transfer credit from externally attended courses, test credit, or other credit-equivalent programs; and Personally Identifiable Information (one row per individual), which contains the institutional identification number, email address, and birthdate for each student in the LARC dataset.

3.4.2. Simplify

By design, there is a lot of redundancy and nuance in student administrative data. For example, the administrative data captures a student’s permanent address, their current address, their campus employment address (if any), and a history of all prior addresses. For the purposes of the LARC dataset, the need for address data boiled down to knowing where a student was “from” — thus, researchers needed only the zip or postal code and country from the student’s first known permanent address.

3.4.3. Normalize

Administrative data is often built over time and also often carries values directly from a source system. This results in inconsistent values, where a positive flag could have “y” and “n” values, “yes” and “no” values, or random numerical values (e.g., 500 or 600). For the LARC dataset, the values 0 and 1 would be used as much as possible for valid values, and a null value would be entered for any missing data. This approach, often referred to as “dummy coding” by researchers, would simplify interpretation and eliminate much of the need for data cleaning before statistical analysis.

3.4.4. Autocalculate

This final directive was for values or common calculations that learning analytics researchers found themselves commonly
using in their research projects. In the initial design, this included several GPA-related values, such as the prior-term GPA, and the students’ term and cumulative GPA if the current course being examined was removed from the GPA calculation. In a subsequent update to the LARC dataset, the time between enrolment at a prior institution (e.g., high school or previous two- or four-year college) and enrolment at U-M has been autocalculated to more easily identify students with a gap in their higher education career.

3.5. Dataset Development Procedures

3.5.1. A Brief Moment in Time: Developing for Snapshots

Different from most administrative datasets, except perhaps those used for annual reporting, the LARC dataset was designed to be regularly updated but capture the entire known history of students at the institution within each update. The dataset would be updated three times a year; each update would be timed to follow the dominant semesters of the academic year (Fall, Winter, and Summer) but allow time for grades and degrees to be posted to the systems of record. The timing was thus paired with the following semester’s census date, three weeks into the following term. This practice emulated the update strategy for the Sloan Digital Sky Survey dataset (https://www.sdss.org), which regularly releases updates to the known universe of astronomical objects but retains previous releases for researchers who may have begun work on a previous iteration of the survey (York et al., 2000).

The scenario posited by the project team was that a researcher could begin their study using a release of the LARC dataset following the Winter 2016 semester. That research project continues for a year. During that year, 14 students in an introductory economics course had their Winter 2016 grades changed from “incomplete” to A and B letter grades, thus affecting their term and cumulative GPAs. The LARC dataset would update and reflect these new grades following the Summer 2016 term, but the researcher could continue using the Winter 2016 snapshot unhindered. The LARC team operated under the perspective that neither the Winter 2016 nor the Summer 2016 data was “right” or “wrong”; each simply reflected the entire known history at the time of that snapshot.

3.5.2. Using Google Sheets for Data Elements and Rapid Development

The majority of the LARC dataset development was conducted using Google Sheets (Figure 1) and collectively discussing data elements or sets of data elements using the three guiding principles described in section 3.3 and the four directives described in section 3.4.

![Figure 1: Screen capture of a Google Sheets spreadsheet where student demographic elements were being discussed and approved for inclusion in the dataset](image)

For each data element or set, the description, location in the administrative data, conversion elements, notes, and date of the project committee approval were listed. The collaborative nature of Google Sheets allowed for draft structures to be discussed, such as the proposed structure to simplify students’ majors and degree programs to a single row in the LARC dataset. In all, the design phase of the LARC dataset took roughly six months through June 2015.
Once the design phase was complete, the building phase began under the direction of the ITS business intelligence team. This team also utilized Google Analytics to share examples of metadata, data logic, and, eventually, sample data elements in a simple, portable format that could easily be shared and commented on (Figure 2).

Through several iterations and prototypes, the initial LARC dataset was finalized and approved in August 2016 and released in September 2016. Informatica was used to design the extract, transform, and load (ETL) processes, and ER/Studio was used for technical data modelling.

3.6. Rules of the Road: Designing Procedures

While the dataset was being developed, a series of conversations were held and decision points made related to dataset delivery, documentation, and researcher access processes.

3.6.1. Dataset Delivery Mechanisms

One of the most difficult decisions in designing the LARC dataset was how to deliver that dataset to the research community that would ultimately be the users of the data. Since business intelligence in higher education typically designs for academic analytics needs, this was a new problem. Keeping the first guiding principle in mind, that the researcher was the central persona being designed for, the ITS members of the project team utilized their user experience colleagues to conduct interviews with a wide range of potential users. They discovered that there were two different types of learning analytics researchers. The first type of researcher was technologically savvy and competent in using SQL queries to pull, manipulate, and export data to a variety of software or programming endpoints. The second type was savvy in statistics or other research areas but was less adept at querying databases — they commonly downloaded flat files from a variety of sources related to learning.

Given the two types of researchers, the ITS members of the project team designed a dual-delivery strategy. The LARC dataset would be delivered both in a simplified Oracle database where users could query the data directly and would be responsible for choosing the correct snapshot, making appropriate joins, and selecting the correct data elements for their research, and in flat comma-separated value (.csv) files stored on a secure file-sharing service. One file would be delivered for each table for each snapshot release, along with an updated data dictionary and release notes describing the changes to the dataset in the new snapshot, if any. The only difference between these two delivery formats is that, for security reasons, the personally identifiable information table, which contains institutional identifiers and individuals’ full date of birth, is only available in the Oracle database. Flat file users who need to match additional institutional data elements with the .csv files can request assistance from ITS or the Registrar’s Office.

3.6.2. Documentation, Mock Dataset, and User Forum

Similar to administrative datasets, the LARC dataset has a publicly available data dictionary, updated after each snapshot, that details all tables, elements, and sample values for all aspects of the dataset (https://its.umich.edu/enterprise/administrative-systems/data-warehouse/data-areas/teaching-learning#larc). Shortly after the launch of the first LARC snapshot, potential users contacted the LARC team and indicated that they would like to be able to see a sample of the data before proceeding with the access procedures to make sure that the data would meet their needs. The ITS members of the team thus created a publicly available mock dataset that showed values similar to ones found in the real dataset but with made-up data elements.
Finally, a user-only email group was created where LARC users could ask questions of other members of the user community and also browse the history of previously asked questions. One user, for example, asked about the different values found in the “high school GPA” data element and whether they were weighted or unweighted depending on AP courses in the high school transcript. The user community was able to respond, explaining the nuances of the data and the different calculation methods before and after the Fall 2010 first-year class.

3.6.3. Access Procedures for the LARC Dataset

The process for researchers to gain access to administrative data was confusing and decentralized in the early days of learning analytics research at U-M (Lonn et al., 2017). However, as this community of researchers began to grow, the Institutional Review Board (IRB) became more able to direct learning analytics researchers to the appropriate approval processes for projects that could typically be considered exempt from ongoing review and those that needed to follow the nonexempt review process. Also, the Office of General Counsel developed a streamlined memorandum of understanding (MOU) document for an institutional learning analytics program that defined how the program researchers were to comply with the Family Educational Rights and Privacy Act (FERPA) and data security standards.

Building on these efforts, project lead Steven Lonn worked with the IRB and the General Counsel to create a streamlined process for researchers to gain access to the LARC dataset. First, the streamlined MOU document was modified to reflect the LARC dataset and other data elements the researcher might typically request for learning analytics research. Second, staff members in the Office of Enrollment Management, who approve the MOU documents from researchers, were granted “interested party” status to the IRB system to verify that the researcher had obtained IRB approval and allowed the staff...
member to upload the approved MOU document to the IRB file. Finally, all elements of the approval process were documented and shared via the Office of Enrollment Management website (https://enrollment.umich.edu/data-research/learning-analytics-data-architecture-larc). The entire approval process from initial request to dataset access, taking approximately one week in total, is detailed in Figure 3 (OARS refers to the Online Access Request System).

These procedures and standards are important to safeguard the use of this data. While a student’s identity is obscured within the LARC dataset, re-identification is certainly possible from the demographic and academic data. Furthermore, given the nascent nature of the learning analytics field, the LARC committee decided not to limit the fields available to researchers, with the exception of the personally identifiable table. The IRB, MOU, and unit liaisons thus work in concert with the individual researcher to ensure ethical use of the data.

3.6.4. Future Enhancement and Refinement of the Dataset

As previously stated in section 3.3, the LARC committee committed to refining and/or enhancing the dataset on a regular basis. The authority for this enhancement process has been delegated to a group of faculty and staff researchers, partially funded by the Provost’s Office and the liberal arts college. This committee, which includes the authors of this paper, regularly meets with ITS staff and discusses new elements that could be added to the LARC dataset as well as data elements that might be obsolete or replaced. Some example elements that have been added since the dataset launched in Fall 2016 are new AP, ACT, and SAT test score elements and details for the last undergraduate institution attended (for both undergraduate transfer and new graduate students).

4. Example Analyses and Visualizations

Since the release of the LARC dataset, numerous new research projects have greatly benefited from this normalized and simplified resource. As of April 2019, the dataset has over 50 active users and the user community continues to grow steadily. Provided in this section are a few examples of analyses and visualizations that have been made easier to conduct and generate using the LARC dataset.

The first example is from a research project that asked, “What is the distribution of majors that take Physics 140 (General Physics 1), and what are the average Physics 140 grades of those majors?” The tree map (Figure 4) shows the relative fraction of the total Physics 140 student body that comes from various majors. The tree map itself is hierarchical, so that College of Engineering majors are grouped and labelled E, science majors S, and humanities majors H. Particular majors underperform, which led the researchers to open new investigations about what else we know about students in these majors that might explain their performance.

![Tree map of student course grades in Physics 140 by major](image)

Figure 4: Tree map of student course grades in Physics 140 by major
The LARC dataset contains the essential ingredients of this plot (grade in Physics 140 and eventual major of the student), which are quickly accessible and organized for the inner join (on student ID). These sorts of plots provide a good overview of the connection between a course and the academic pursuits of the students in a way that is interesting to both the academic analytics and the learning analytics communities.

Another example used the LARC dataset to describe students’ co-enrolment social networks in selected majors and investigate what these networks revealed about the relatedness of the academic careers of the students in those majors (Figure 5). For large majors on campus, this visualization confirms much of what the researchers expected: many science majors cluster together, but math and physics don’t cluster well with other majors. Certain majors are also notable for their betweenness among majors (e.g., psychology), acting as a sort of bridge or connection between science and social science. This result subsequently led the researchers to begin to quantify individual student social networks and to make new measures of student experience on campus, including the academic diversity of students’ peers in their social network.

A third example asks, “What are the typical term-by-term sequences of chemistry courses taken by chemistry majors?” This sunburst diagram (Figure 6) is a screen capture of an interactive tool in which the researchers consider up to 13 terms of the student’s career (represent by the 13 rings, the innermost being the 1st term, the outermost being the 13th term).
Hovering the mouse over the plot highlights a particular pathway that some fraction of students followed in their pursuit of a Chemistry Bachelor of Science (BS) degree. The breadcrumb trail to the right shows, in order, the chemistry courses taken in each of those terms (or NONE if no chemistry course was taken in the selected term). The particular sequence highlighted here reveals that 0.57% (exactly 1 of the 176 chemistry majors) followed this precise path. This exercise revealed to the researchers the uniqueness of course-taking paths among many majors — even within a major, the required classes and the terms in the career in which they are taken are usually observed one time over the whole career. The same plot (not labelled) reveals that during the first two terms, chemistry students follow quite similar pathways — 53.7% take Chemistry 210 and Chemistry 215 their first and second terms.

A final example shows how the LARC dataset can be used to visualize the academic career of an individual student, how that pathway differs from that of a matched peer, and the average GPA for the courses attempted overall. In Figure 7, the selected student’s career is shown on the blue line. The average GPA of peer students matched on test scores, sex, ethnicity, and other demographic factors is shown with the green line. The average course grades for the courses (for all students) attempted are shown with the red line. Here, we can see that the selected student attempted many math and science courses and performed well below the course average and below the average of matched peers. As the student adjusted their course-taking behaviour to focus on social science and humanities courses, specifically psychology, their GPA recovered and the student eventually completed a biopsychology, cognition, and neuroscience bachelor of arts degree. This is an example of how the LARC dataset can be used to better understand individual students’ pathways and plan for future learning analytics–driven interventions that might prevent large dips in student performance and ultimately improve the students’ learning outcomes.

![Diagram showing selected student, matched student, and average GPA for courses taken throughout the selected student's academic career](image)

**Figure 7: Diagram showing selected student, matched student, and average GPA for courses taken throughout the selected student’s academic career**

### 5. Considerations for Other Institutions Seeking to Design a Learning Analytics Dataset

While the LARC dataset was designed to meet the needs of learning analytics researchers at U-M, the project team has expressed at several academic conferences (Lonn, 2017; Lonn & Auerbach, 2018) that they would be very excited to see other institutions in higher education create similar datasets from their administrative data for the research community. In this section, the authors suggest six areas that other institutions might want to consider before they embark on such a project.

#### 5.1. Facilitate Partnerships across the Institution

The LARC project would not have been successful without the commitment of the team members from a wide variety of departments, roles, levels, and institutional knowledge. Furthermore, a host of individuals behind the scenes supported this effort and justified the resources necessary to ensure its success. As they say, “it takes a village,” not only to raise a child but also to accomplish any multifaceted task, particularly if the outcome is a common good that can benefit many individuals and units within the institution.
5.2. Learn the Language of Collaboration

Identifying partners is only the beginning. Within the context of the cross-disciplinary collaborations that are increasingly common within learning analytics and data science, collaborations often require quite a bit of level setting. Gray & Szalay (2004) illustrate how individuals with different areas of expertise learn to understand one another in their example of computer scientists working with astronomy domain experts and using a set of 20 questions that would require significant processing power to help frame the requirements for a set of technical solutions. This is somewhat analogous to the list of “common” learning analytics questions that the LARC team brainstormed to help define the scope of the dataset (see section 3.2). In Gray & Szalay’s (2004) example, the computer scientists needed to learn how to effectively communicate with the astronomers, similar to how business intelligence and computer science experts in higher education might need to learn how to communicate with learning analytics researchers.

5.3. Obtain Buy-In from Relevant Data Stewards

Learning analytics, along with other new initiatives in higher education, requires leadership to navigate significant and strategic changes to organizational culture and behaviour (Baepler & Murdoch, 2010; Norris, Buer, & Offerman, 2009). Particularly if the dataset crosses multiple data stewards, it is important to get complete buy-in and an understanding that this effort has the potential to positively impact many areas of the institution.

5.4. Identify the Institution’s 80% Rule Early On

As mentioned in section 3.3, it is nearly impossible to design a dataset to satisfy all members of a research community, regardless of its age or maturity. It is therefore important to take stock of where researchers are at the individual institution and design for their needs, as well as for the interests of administrators and institutional leaders. Importantly, the kinds of questions that are common to specific institutions will vary.

5.5. Design toward National and International Standards Whenever Possible

The Common Education Data Standards (CEDS) project (+https://ceds.ed.gov) was just launching when LARC was being designed. Unfortunately, the standards for higher education were not yet mature enough to guide the development of the LARC dataset. However, as these standards and other multi-institutional efforts continue to grow, it is important that designers stay informed of their development to facilitate later potential joining of institutional data.

5.6. Acknowledge the Complexity, and Design to What Is Appropriate

Today, LARC is one of several learning analytics datasets at the University of Michigan. There are datasets for the learning management system, massive open online courses, and real-time event data (learning record store), as well as several unit-controlled student datasets. While LARC might directly tie in or include one or more of these datasets in the future, it was not practical to design such a massive dataset at the time the project team was designing the first iteration. Future needs of learning analytics researchers will help guide the priorities for what data elements are needed to best address the needs of this evolving domain.

6. Conclusion

While this paper presents the LARC dataset, it also offers a framework for other institutions to do likewise. A key element of the methodology herein is its implicit acknowledgement and handling of institutional idiosyncrasies. The process is generalizable to any institution with digitized student records, interested and motivated researchers, and an accommodating administration. However, the type of institution, the specific questions in which it is interested, the resources, and the data it has available all drive the realization of tailored local solutions. The work presented here exemplifies the process that other institutions might follow.

The LARC dataset was made available to researchers at U-M in September 2016. Since that time, over 50 investigators have requested and received access to the dataset and conducted analyses using the simplified data structures. Other institutions have also inquired about the process to construct a similar dataset at their own institutions. Locally, the LARC model has helped facilitate ongoing conversations between ITS, the institutional research and planning office, enrolment management staff, and researchers, providing a common touchpoint and example from which to approach future collaborations. For example, a new institutional dataset that will simplify, automate, and normalize enrolment data collected from the national student clearinghouse (+https://studentclearinghouse.org) is largely following a development model first designed for the LARC dataset.
The LARC dataset was a collaborative project born out of a nascent community of scholars and staff members across an institution that were willing to devote their time and energy to a common goal that would serve as a collective resource for current and future researchers. The dataset today serves as a model for future collaborations that can extend beyond the scope of learning analytics and inform how faculty, students, staff, and administrators can best leverage the greatest resources any institution has at its disposal: the collective knowledge and expertise of the members of the institutional community.
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