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Abstract
No course exists in isolation, so examining student progression through courses within a broader program context is an important step in integrating course-level and program-level analytics. Integration in this manner allows us to see the impact of course-level changes to the program, as well as identify points in the program structure where course interventions are most important. Here we highlight the significance of program-level learning analytics, where the relationships between courses become clear, and the impact of early-stage courses on program outcomes such as graduation or drop-out can be understood. We present a matrix model of student progression through a program as a tool to gain valuable insight into program continuity and design. We demonstrate its use in a real program and examine the impact upon progression and graduation rate if course-level changes were made early on. We also extend the model to more complex scenarios such as multiple program pathways and simultaneous courses. Importantly, this model also allows for integration with course-level models of student performance.
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1. Introduction
Learning analytics is gaining momentum in education as researchers and instructors learn how to use student-generated data to inform class activity and provide feedback (e.g., Chiappe & Rodriguez, 2017). Much of the research performed in this field has focused on course-level outcomes where students are directly engaging with their teachers, such as using student online engagement behaviours to predict their academic outcomes (Daud et al., 2017; Macfadyen & Dawson, 2012; Stretch, Cruz, Soares, Mendes-Moreira, & Abreu, 2015), or understanding the impact of teaching practices and engagement (Bangert, 2008; Garrison & Cleveland-Innes, 2005; Shea, Li, & Pickett, 2006).

However, courses do not exist in isolation, and the connectivity and progression between courses is a challenging component of learning analytics (Raji, Duggan, DeCotes, Huang, & Vander Zanden, 2017). At the within-course scale, learning analytics can identify engagement as well as immediate actions that an instructor can undertake to improve student outcomes within that course. At the between-courses scale (i.e., program level), analytics becomes challenging as programs require continuity, with the underlying assumption that if students pass a course, they have the necessary knowledge required for the courses immediately following within a program. Students’ abilities and engagement behaviours will affect their outcomes and change as they complete a course and move on to the next, while other variables such as instructor and course design may only change with variation of teaching staff, adaptations to content, or changes to teaching strategy, which influences the many students passing through. The relationship between course-level variables such as instructor and student engagement, and program-level variables such as program design and retention of skills by students, requires first to understand student progression and the definition of relevant metrics. While the data may be available at institutions, visualizing student flows is challenging (Raji et al., 2017), let alone understanding the drivers behind the observed patterns.

Predictive models of student outcomes have already been extended to the program level by many researchers, with a combination of demographic data and previous or early course results used as inputs (Golding & Donaldson, 2006; Jeffreys, 2007; Kabakchieva, Stefanova, & Kismov, 2010; Munguia, 2020; Nghe, Janecek, & Haddawy, 2007; Shah & Burke, 1999; Yehuala, 2015). Predictive models have used Markov chain approaches to generate the probability of students
finishing programs and consider dimensions such as demographic data and field of study (Nichols, 2007; Shah & Burke, 1999). Alternative approaches to program level analytics have also been developed, such as the definition of a set of metrics based on interaction data to quantify courses and their relationships within a program (Ochoa, 2016). Similarly, curricular analytics seeks to assess the coherence of a program curriculum and relate this to student behaviour (Brennan, Sharma, & Munguia, 2019; Mendez, Ochoa, Chiluiza, & de Wever, 2014; Pechenizkiy, Trcka, De Bra, & Toledo, 2012). Indeed, program-level models such as Markov chain models often focus on the final outcomes (e.g., Nichols, 2007), or demographic data (e.g., Shah & Burke, 1999), they have not incorporated course-level, learning-associated information such as individual assessments, teacher information, or capstone courses.

The progression of students through a program is a relatively new topic within program-level analytics (Raji et al., 2017). It is useful for identifying the typical progression of students (Jeffreys, 2015; Shah & Burke, 1999) and identifying significant courses (Asif, Merceron, Ali, & Haider, 2017). Campagni, Merlini, Sprugnoli, and Verri (2015) developed a measure of distance from the real pathways taken by students through a program to the “ideal” pathway (as defined by an expert in the university) and observed that students who closely followed the ideal tended to perform better; they also pointed out that this model could be used to identify poor program structures. Analytics operating at the program level provides insight into continuity and student progression, which allows for designing programs that best achieve graduate outcomes (Munguia, 2020). Ideally, the two scales of learning analytics (course and program) would be integrated; as Ochoa (2016) points out, “While the focus on course-level analytics could help to improve the learning process in the classroom, only a holistic approach could ensure that these improvements are also reflected in the efficiency and effectiveness of learning programs.”

Here we highlight the importance of the program-level scale and the relationships between courses, using a representative model of student progression through a program, with course-level analytics explicitly integrated. We do not attempt to generate complex models that can incorporate all possible student pathways through a university. Our objective is to create a general framework that allows for scalability and the incorporation of course-level activities.

The program-level model uses a stage-based grouping of students within a program, multiplied by a matrix containing course-level measures of students progressing to the next stage of the program, remaining in the same stage, or dropping out of the program altogether. We present a case study of student progression through an online program and demonstrate how the model may be used to predict course populations in the future and identify key points of intervention.

![Figure 1. Progression of students through a three-year program. At the end of each year, a student can either progress (or graduate), drop out, or repeat the year, with probabilities $p_1$, $d_1$, and $r_1$ respectively. The incoming cohort is $N_{in}$.](image)

We also extend the model to accommodate the increasingly complex pathways that students often follow through a degree, including undertaking multiple courses simultaneously and choosing different elective courses. Finally, we outline how this model can be integrated with course-level models of progression and may therefore be treated as a null program-level model from which we can test alternative hypotheses associated with student behaviours, instructor engagement, and program qualities.

### 2. The Matrix Model

The starting point for our model of student progression represents a three-year program (Figure 1). In this model, at the end of each year, students may either progress to the next year (or graduate from the final year), repeat the year, or drop out of the program. The probabilities of each option are denoted $p_i$ (or $g$ for graduating students), $r_i$, and $d_i$, and together sum to 1 for each $i$. More complex program pathways are considered in section 4.
The matrix population model works as follows. The student population at some time \( t \) is written as \( n_t \), where \( n \) is a vector containing the numbers of students within each stage. After an appropriate time step,1 the population is denoted \( n_{t+1} \), and is obtained by left-multiplying \( n_t \) by a Lefkovitch matrix \( A \) (Caswell, 2006; Lefkovitch, 1965):

\[
A n_t = n_{t+1}
\]  

The population in, for example, ten years, \( n_{t+10} \), is therefore obtained by multiplying by \( A \) ten times.

The matrix \( A \) contains all the information about the likelihoods of progressing or repeating each stage; in the first instance, these likelihoods can be considered as measured proportions of students who progress or repeat the course. It has a matrix form where the diagonal elements are the proportions of students who repeat each stage (the \( r_i \)s), and the sub-diagonal elements are the proportions progressing to the next stage (the \( p_{ij} \)s). The drop-out proportions (\( d_i \)) are not explicitly included, since \( d_i = 1 - p_i - r_i \).

For the three-year model, it is written explicitly as

\[
\begin{bmatrix}
   a & 0 & 0 & 0 & 0 \\
   1 & r_1 & 0 & 0 & 0 \\
   0 & p_1 & r_2 & 0 & 0 \\
   0 & 0 & p_2 & r_3 & 0 \\
   0 & 0 & 0 & g & 0
\end{bmatrix}
\begin{bmatrix}
   N_{in} \\
   N_1 \\
   N_2 \\
   N_3 \\
   N_g
\end{bmatrix}
= \begin{bmatrix}
   N_{in} \\
   N_1 \\
   N_2 \\
   N_3 \\
   N_g
\end{bmatrix}_{t+1}
\]

\( N_1, N_2, \) and \( N_3 \) are the numbers of students in years one, two, and three respectively. \( N_g \) is the number of students who graduated at the end of the previous year; once another time step passes, they are no longer considered.

The number of students new to the program each year is \( N_{in} \). Since these students are drawn from the general population, but controlled by both the admissions process and demand, \( N_{in} \) is scaled by a variable \( a \) to represent this. For example, \( a \) might be equal to 1 when there is a constant influx of students each year, or it may be subject to small changes (such as an increase in student interest) or large (such as program cancellation pushing \( a \) to 0). Variation in \( N_{in} \) each year is therefore controlled by \( a \) in the previous year.

If the values of \( p_i, r_i \) remain constant, the proportions of students in different stages of a population tend towards a stable distribution, which is calculable without iterating over equation 2. Instead it is governed by the right eigenvalue equation, \( A v_m = \lambda v_m \), in which \( v_m \) is a vector that represents the stable population up to some scale factor; the corresponding eigenvalue \( \lambda \) is the factor by which each stage population changes with every time step.

If the incoming population also remains constant, this leads to a stable population overall, which is reached after just a few iterations of equation 1. Mathematically, this is a direct result of setting \( a = 1 \) in equation 2: as the matrix \( A \) is a lower-triangular matrix (where all entries above the diagonal are zero), the eigenvalues are simply the diagonal entries. Since there is (in this model with \( a = 1 \)) a constantly replenishing source population, at least one unit eigenvalue exists, indicating the existence of a stable population distribution.2 The corresponding eigenvector \( v_{t+1} \) is a scaled population vector; the actual \( t^{th} \) stage population is then calculated by

\[
N_i = a \times N_{in} \times \frac{v_i}{v_1}
\]

Although equation 3 allows us to predict the number of graduates in a given year (\( N_g \)), a slightly different parameter of interest, is the proportion of a cohort that will graduate within the nominal length of the course (call this \( m \) years), and how many will graduate one, two, or more years later.

Given the model and parameters \( p_i, r_i \), we can write these as

---

1 \( t + 1 \) should be the minimum time in which a student is able to progress to the next stage. For most higher education programs, this will be one semester; for simplicity here, we set it to be one year.

2 While alternative eigenvalues of the course exist (indeed, they are the other entries along the diagonal: the \( r_i \) and 0), the corresponding eigenvectors are either trivial (such as \([0,0,0,0,1]\)), non-physical (containing “negative” students), or non-meaningful (the first element is 0, with no incoming students and a quickly dwindling population).
### 3. Case Study

A short online program from an Australian university that comprises five consecutive courses (101–105) is used to demonstrate the use of the matrix. This program, which commenced in 2017 with 97 students in 101, teaches app development. The program has been running for six terms with a new cohort entering 101 each term. The original program structure allows for students to progress to subsequent courses without successfully passing those earlier (however, a passing mark in course 105 is required to graduate), but a smaller dataset, limited to only students who passed early courses progressing to later courses, was constructed; all other students were considered to have dropped out. While this process is expected to affect the overall pass rates of the courses, we consider the dataset to be reasonable to demonstrate our matrix model. We followed 312 unique students and five instances of course 101, four of 102, three of 103, three of 104, and two of 105. We calculated the average rate of progression and repeating, observing a decrease of student influx at an average rate of \( \alpha = 0.74 \) each term. This value of \( \alpha \), along with the resultant progression rates, is shown in the program matrix below (equation 5). Note that, in this program, there were no recorded instances of students repeating a failed course the following term.

\[
\begin{align*}
\text{graduation (m years)} & = \prod_{i=1}^{m} p_i \\
\text{graduation (m + 1 years)} & = \sum_{j=1}^{m} r_j \prod_{l=1}^{m} p_l \quad (4) \\
\text{graduation (m + 2 years)} & = \sum_{j=1}^{m} \sum_{k=1}^{m} r_j r_k \prod_{l=1}^{m} p_l
\end{align*}
\]

**Figure 2.** The course populations over time for a program with five courses taken consecutively, for three differing scenarios.
The incoming cohort decreased in number each term \((a < 1\), highlighted in blue in equation 5; see the blue area of Figure 2), causing the overall populations in all courses to reach a peak (as the first group of students pass through) then decline (Figure 2, top), as fewer and fewer students enter the program. If the number of new students to the program were to stabilize \((a \rightarrow 1)\), the subsequent course populations themselves would then stabilize (Figure 2, middle; stabilization occurs at \(t = 5\)). A third scenario could aim to increase progression from the first course to the second by, say 80% through course-level interventions (observed for \(p'1\), the rate of progression from course 101 to 102; yellow highlight in equation 5). This targeted intervention would cascade to increasing the graduation population soon after (Figure 2, bottom; increase in \(p'2\) occurs at \(t = 6\)). This simple example demonstrates how course-level changes have significant program level implications. This concept will be explored further in section 5. The highest rate of drop-out in our dataset occurred after course 101, when 48% of students failed the course and did not repeat it. If an intervention at this point convinced some of these students to instead repeat the course rather than dropping out completely, the overall graduation rate of the program would increase according to equation 4 (Figure 3, dashed line). However, if the intervention were introduced earlier, and instead was directed towards assisting those students to pass the course and progress to 102, this would lead to an even greater increase in the final graduation rate (solid line).

**Figure 3.** Changes to the total graduation rate if students who dropped out were converted to either pass the subject and progress (solid blue line) or repeat the subject (dashed orange line).

### 4. Extensions to the Model

The model described above focuses on a linear progression of single courses until graduation. We present this simplistic scenario to establish the mathematical relationship between retention, progression, attrition, and graduation. However, universities often offer programs with varying degrees of complexity that may have multiple pathways in the form of combination of majors, minors, and elective courses; therefore we present an expansion of the model incorporating these multiple pathways. Further, students may be co-enrolled in more than one course per term, as is the case with full-time students. We therefore provide an expansion of the model that incorporates co-enrollment. These two extensions of the model are probably the most common pathways found in universities, yet our aim is not to be exhaustive, as there may be many other different pathways. We focus on presenting a model that provides generality and incorporation of first principles, and importantly the incorporation of course-level learning and teaching elements (section 5) allowing practitioners to incorporate their own pathways.

#### 4.1. Multiple Pathways

Often, university students may follow multiple pathways through a program, depending on electives and major and minor components. Our model can be easily extended to handle such scenarios, by redefining “stages” as simply courses that students can move between, instead of requiring that they pass through each stage. This is represented again by a matrix, \(A\), where we change the notation slightly: \(p_{ij}\) is the probability of progressing from course \(i\) to course \(j\), or of repeating when \(i = j\). The total progression rate from course \(i\) then becomes \(\Sigma p_{ij}\). For example, a hypothetical two-year program with two possible courses in each year \((A/B\) and \(C/D)\), and all four possible pathways leading to graduation, is represented as

![Conversion of dropout students](image)
Here, as examples, $p^A_i$ is the proportion of students passing course $A$ and progressing to course $C$, $r^A_i$ is the proportion who fail and repeat course $A$, and $f^A_i$ is the proportion who fail course $A$ and take instead the alternative for the year, course $B$. $eA$ and $eB = 1 - eA$ are the proportion of the incoming population that take courses $A$ and $B$ respectively. The total progression rate from course $A$ is given by $p^A_i + p^A_i$, and the total graduation rate from the program is the sum of $g^C$ and $g^B$ weighted by $N_C$ and $N_D$.

This model then affords visibility over the pathways that student groups take through a program. If $A \rightarrow C$ and $B \rightarrow D$ are very separate pathways, $p^2_C$ and $p^B_D$ will be large relative to $p^A_C$ and $p^A_B$; while similar values would indicate the flexibility of the program regarding the accessible range of course combinations. With many more courses available, the matrix of equation 6 would become large. However it would retain the simple block structure that displays pathway steps at a glance. Course instructors with little visibility over the flow of students through a program are able to see both where their students are coming from (with $p^{course}_i N_i$), and where they are likely to go next (with $p^{course}_j$).

### 4.2. Simultaneous Courses

The final extension to the matrix model explored here is to allow multiple courses undertaken simultaneously, reflecting the fact that most students study several courses each semester. In this scenario the $N_i$ become enrollments in course $i$, rather than students, so a single student is represented in $n$ of the $N_i$, where $n$ is the number of courses undertaken simultaneously. The $p^j_i$ become $\frac{1}{n} p^j_i$, where $p^j_i$ is still the probability of doing course $i$ followed by course $j$, however, without the requirement that a student have passed course $i$; that is, the visibility over course rates is lost, but the visibility of pathways is retained. However, when displayed alongside a table of pass/drop/repeat rates for each course, the story of how each course sits within the context of the broader program is clear.

Finally, this extension also allows for the inclusion of part-time students, where the $\frac{1}{n} p^j_i$ term becomes

$$\frac{\sum \frac{1}{n_{s_i}}}{N_i}$$

(7)

where the sum is over all students who took course $j$ immediately after course $i$.

### 5. Integrating Course-Level Elements

Markov chain models and population-level models are often created with the purpose of following cohort progression (Chiappe & Rodriguez, 2017; Nichols, 2007; Shah & Burke, 1999). These models often focus on high-level variables; in the case of higher education, these would be attrition, retention, progression, and graduation as a function of program type, illuminated by demographic data (Nichols, 2007; Shah & Burke, 1999). Yet, these matrix-based models can offer greater insights into specific courses and provide the ability to incorporate teaching and learning components. The same can be said with more complex models focusing on intercourse relationships and student pathways (Raji et al., 2017), where the focus was to visualize student trajectories of their university experience.

So far, the matrix model described in previous sections takes the $p^j_i$ as single variables that can be replaced with their measured values. However, much effort in the learning analytics community has gone towards developing predictive models of student performance within a course (Daud et al., 2017; MacFadyen & Dawson, 2012; Stretch et al., 2015), as well as the likelihood of students dropping out (Cohen & Shimony, 2016; Dekker, Pechenizkiy, & Vleeshouwers, 2009; Yukselturk, Ozekes, & Türel, 2014). If we assume that the only other option is to repeat a subject, these can be combined to predict when a student is likely to repeat a course. Alternatively, independent models of student retention following failure of a course may be developed.
Previously developed course-level models of student performance can be integrated into our stage-based program-level model to study the larger-scale impacts of course-level changes. As a simple example, let the probabilities of student x passing or repeating course i, p_i and r_i, be functions of a limited set of variables: 1) individual student raw ability (encapsulated in their GPA), 2) level of engagement (denoted Ex), and 3) teaching-related variables associated with the course, such as teacher engagement (Ti) and the so-called course infrastructure (for example, the resources available for students, or the LMS design, denoted Ii). All of these variables (and many more) have been incorporated into many predictive models of student outcomes, dependent on or impacted by student behaviour (e.g., Brennan et al., 2019; Daud et al., 2017; MacFadyen & Dawson, 2012; Stretch et al., 2015), teaching practice (Bangert, 2008; Yukselturk et al., 2014), and course infrastructure (Fritz, 2016; Garrison & Cleveland-Innes, 2005; Gašević, Dawson, Rogers, & Gašević, 2016). Notably, these are expected to be heavily interrelated (Garrison, 2011; Garrison & Cleveland-Innes, 2005).

Table 1. Hypothetical Cases of Course-Level Changes and their Program-Level Impacts*

<table>
<thead>
<tr>
<th>Course-level change</th>
<th>Potential program-level impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>The required entrance score to a program is increased.</td>
<td>The average GPA increases for first-year students, increasing p_i according to equation 8. p_i and later p_is would also be lifted as the incoming cohort average GPA is pushed up everywhere.</td>
</tr>
<tr>
<td>Teachers are given additional funding to hire TAs.</td>
<td>Teacher engagement (Ti) increases, pushing up p_i (with r_i being correlated) for the relevant course, with flow-on effects for all later stages.</td>
</tr>
<tr>
<td>A new, more engaging LMS system is introduced institute-wide.</td>
<td>All I_i's increase; student engagement (Ei) may also lift, pushing up p_is at all stages.</td>
</tr>
<tr>
<td>A program is introduced to offer students support if they fail a course in first year.</td>
<td>Retention increases and r_i is lifted, eventually increasing the numbers of students at all stages in the program.</td>
</tr>
<tr>
<td>Assessment objectives are incorporated into program-level outcomes.</td>
<td>Mapping of assessment difficulty influencing progression and skill acquisition relative to program outcomes is achieved.</td>
</tr>
</tbody>
</table>

*Note: In all cases, application of equations 3 and 4 would enable projection of the resulting population and graduation rates.

Within this structure, the probabilities of student x passing or repeating stage i can be written as

\[ p_{ix} = f(GPA_{ix}, E_{ix}, T_i, I_i) \]

\[ r_{ix} = g(GPA_{ix}, E_{ix}, T_i, I_i), \]

where f and g are functions that represent the course-level models of progression and of repeating a course. The actual forms of these will, in general, be highly dependent on the specific program and institution. However the methodology described here is designed to be generally applicable.

The average probability of progression for all students within stage i is \( p_i = \sum p_{ix} \), and likewise for \( r_i \). These can then be integrated into the program-level model through the matrix A. In this way, if one or more of the input variables of equation 8 were altered, the flow-on effects at the program level would become explicitly clear. Some hypothetical examples are listed in Table 1. Significantly, the impact on student outcomes (through a calculated change in graduation rates, for example) could be estimated. This process could also be reverse-engineered, to identify the areas that most significantly have a positive (or negative) impact on student outcomes, and then direct resources to these areas.

In the final stage in a program (e.g., year 3), the \( g_i \) can be further expanded to incorporate end-of-program elements in the same fashion as shown in equation 8. For example, these stages can incorporate exit examinations or aspects associated with senior students, including elements about their next phase, such as internship experience, job interviews, or support with CV construction, for example.

The course-level equations introduced in this section can prove very powerful as they can help map how course-level interventions affect program-level progression and vice versa. One important challenge in learning analytics is to ensure that student progression is correctly associated with observed and expected learning outcomes (Gašević et al., 2016; Munguia, 2020; Ochoa, 2016).
6. Using the Model: Identifying and Incorporating Solutions

We have presented the mathematical description of a model incorporating course- and program-level metrics to better understand student progression through a program. The elegance of the model allows for user input required in two places (Figure 4). First the cohort vector, \( v \), needs to have the initial state (first element) of an incoming cohort. Next, the pathways must be defined, presumably the most common ones or the ones of relevance for a particular analysis. Since this is a program-specific model, it is not important to know where the \( d_i \) students end up, just that they have left the program. By defining the pathways, matrix \( A \) is being populated. The model can be run iteratively, and the cohort vector will fill with expected cohort levels for each year. Varying elements of the matrix systematically allow for understanding how each element affects cohorts at different stages.

The model does have two main limitations. First, initial runs of the model must be made to understand the model itself; each element in matrix \( A \) must be treated as a proportion of students falling into each category at each stage. Therefore, it requires real data to be constructed. Fortunately, the main elements, retention, progression, graduation, and drop-outs are readily available data for each program. Just analyzing these proportions allows us to understand where the major changes in cohort stages take place, and what the drivers behind them are. Incorporating course-level data may be more time consuming but does not hold up the use of the model. However, once the model parameters are understood by the user, the proportions created in matrix \( A \) can then be used as probabilities to create predictions of future cohorts (Figure 4). This is key, as monitoring program success can be evaluated between observed \( (P_o) \) and expected \( (P_e) \) patterns, and there are various statistical tests that can be used to determine similarities or differences between \( P_o \) and \( P_e \).

Second, student behaviour is still an unknown in this and every other Markov chain model. Therefore, it is dangerous to make assumptions associated with the student reasoning behind the pattern. Data associated with behaviours needs to be considered and complimentary models created to better understand the diversity of student behaviours (e.g., Brennan et al., 2019; Raji et al., 2017). Use of this model should focus on cohort-level patterns and responses to course- and program-level actions.

![Figure 4. Relationship between the program-level matrix model and the course-level functions.](image)

*Note:* The matrices and vectors show the progressive use of the model, from construction of matrix \( A \) using proportions deriving from real data, to treating these as probabilities affecting student cohorts, to the final evaluation of matrix elements by comparing expected \( (P_e) \) and observed \( (P_o) \) patterns in the cohort vectors.

When students are exposed to these models, they can quickly understand the relationship between course sequence and program-level success (Raji et al., 2017). The model shows students how a particular sequence of three courses generates better grades over time in computer science. Here, our model expands on these insights, as it can incorporate assessment-level information and teacher-level variables such as engagement and quality. Therefore, it is recommended that students be exposed to these models, and their feedback considered when making decisions to better understand student decision-making.
7. Conclusion

Scaling learning analytics from courses to programs provides a thorough pedagogical view of how program objectives can be achieved through coordination and visibility of student pathways. The matrix model of progression describes the flow of students through a program, by including quantitative data on rates of progression, repeated courses and drop-out, and displaying these in a manner that visualizes the pathways students are taking through their program. With this model, program managers can understand how their cohorts are increasing or decreasing, where to direct resources to have the greatest impact, and where bottlenecks are located in a program, allowing for better planning. Course coordinators can see where their course sits within a program, where their students are coming from, and where they are likely to go.

To see how the pathways taken by successful students differ from those taken by students who perform poorly, the progression rates of a program matrix could be recalculated following a filtering of the input data to particular groups of students (Munguia, 2020). Further understanding the choices behind these alternative pathways would then assist in developing recommended pathways or other options for the latter group. Like the work of Campagni et al. (2015), our model allows for comparison between alternative pathways through a program; however, it also provides clear visibility of the pathways themselves alongside the rates of progression, failure, and drop-out at each stage. Insight may be garnered into alternative pathways that differ from those pre-defined by program experts in unexpected ways, or into pathways that lead to the greatest likelihood of success by all students, or that confirm whether a program has been well structured. It is particularly important to support non-traditional students (who may be older, recent immigrants, first generation university attendees, or studying part-time), so being able to both understand the pathways through a program that these students take — as well as devise course-level strategies to support them and predict the program-level impact — are important implications of this work.

Integrating course-level predictive models extends this model from descriptive and diagnostic analytics (which remain extremely useful) towards the prescriptive realm, where the impacts of course level changes can be modelled and explored before being recommended for implementation, and where hypotheses around student behaviours, instructor engagement, and program qualities can be tested. For example, the level of program-level visibility this model offers — alongside course-level predictive models of student outcomes — means the model can be expanded to address whether particular assessments or skill sets are located in the right course. It could also be extended to include graduate outcomes such as employment and satisfaction, since these feed back to influence potential incoming students through university rankings and reputation. Unifying the analytics of program and course through such a model encourages us to consider each in the context of the other, and understand the impact that changes made in one arena will have on the other.

Declaration of Conflicting Interest

The authors declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.

Funding

No funding was received for this project.

Acknowledgements

We would like to thank the various people who provided constructive criticism during several iterations of this project.

References


