Analyzing Students’ Problem-Solving Sequences: A Human-in-the-Loop Approach

Erica Kleinman¹, Murtuza N. Shergadvala², Zhaoqing Teng³, Jennifer Villareale⁴, Andy Bryant⁵, Jichen Zhu⁶, Magy Seif El-Nasr⁷

Abstract

Educational technology is shifting toward facilitating personalized learning. Such personalization, however, requires a detailed understanding of students’ problem-solving processes. Sequence analysis (SA) is a promising approach to gaining granular insights into student problem solving; however, existing techniques are difficult to interpret because they offer little room for human input in the analysis process. Ultimately, in a learning context, a human stakeholder makes the decisions, so they should be able to drive the analysis process. In this paper, we present a human-in-the-loop approach to SA that uses visualization to allow a stakeholder to better understand both the data and the algorithm. We illustrate the method with a case study in the context of a learning game called Parallel. Results reveal six groups of students organized based on their problem-solving patterns and highlight individual differences within each group. We compare the results to a state-of-the-art method run with the same data and discuss the benefits of our method and the implications of this work.

Notes for Practice

• This work demonstrates that a human-in-the-loop approach to analyzing students’ problem-solving sequences results in more interpretable insights than purely quantitative methods do.

• Visualizing the output of a clustering algorithm allows stakeholders to identify learning patterns in and across sequences.

• The visualized output also allows stakeholders to better understand how the algorithm interprets the sequences, which can be used to adjust the algorithm’s parameters.

• Results suggest that allowing the stakeholder to analyze the visualized sequences and iteratively adjust the algorithm produces clustered sequences that better match an expert’s interpretation of the data.
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1. Introduction

Personalized learning requires a detailed understanding of the learner’s problem-solving processes, often obtained through the granular analysis of their actions within an educational environment (Shute et al., 2010; Min et al., 2016; Kinnebrew & Biswas, 2012; Baker et al., 2006). By connecting learners’ observable actions to the concepts taught, it is possible to infer a student’s mastery of skills and personalize their education accordingly (Shute et al., 2010; Vahdat et al., 2015). This is the goal of many approaches to analyzing students’ observable actions, including goal recognition (Min et al., 2016; Ha et al., 2014) and Bayesian approaches (Shute et al., 2010; de Klerk et al., 2015). The drawback of these approaches, however, is that they are overly focused on the outcomes of a student’s problem solving, rather than the process. As such, the exact strategies employed by a student as they work through a problem, which are necessary to truly identify where they are struggling and personalize education to their needs, are lost.

A promising avenue for analyzing problem-solving processes, and the focus of this work, is the study of sequences of learners’ moment-to-moment actions using visualization (Doleck et al., 2015; Hicks et al., 2016; Horn et al., 2016; Bakhshinategh et al., 2018; Malmberg et al., 2017). Sequence-based approaches have demonstrated value as an effective method for identifying individual differences within a group of learners and patterns across a community (Kinnebrew & Biswas, 2012; Kinnebrew et al., 2013). By leveraging visualizations, such techniques can also illuminate the granular details of students’ problem-solving strategies (Horn et al., 2016). Unlike goal recognition or Bayesian approaches, these approaches focus specifically on process and are better suited to capturing problem-solving strategies.

The primary drawback of existing sequence-based approaches to studying problem solving, however, is the absence of a human in the loop. We define a human-in-the-loop method as one where a human stakeholder, meaning a person who would use the approach in practice, such as an educator or analyst, can interpret the output of the model and then provide input to the model that impacts how it analyzes, compares, or clusters the sequences. This interaction loop is iterative, with a human reading the output, providing input, reading the new output, and providing new input in a cyclical manner until they feel the output presents an accurate and insightful view of the data. Such an approach can produce results that are more interpretable to a human, especially to the human in the loop, who had a direct hand in producing them. However, existing techniques often do not present sequences in an interpretable manner, either due to lack of visualization or because of the scale of the data. Further, while open-learner models have seen great success with adjustable models (Bodily et al., 2018; Hooshyar et al., 2020; Zhu & El-Nasr, 2021), these models are not often used to analyze students’ problem-solving sequences, leaving no opportunity for a human analyst or an educator to provide input to the calculation (Liñán & Pérez, 2015; Papamitsiou & Economides, 2014; Romero & Ventura, 2010).

In education, especially when looking at problem solving, the granular, moment-to-moment actions taken by a student, such as entering and then deleting a potential solution, are critical to understanding the student’s thought processes. In this context, we argue that a human-in-the-loop approach to sequence analysis (SA) can produce more interpretable results by allowing stakeholders to understand and correct the model and its outputs. Since a human stakeholder makes the final decisions in an educational setting (Vahdat et al., 2015), it is important to generate not only a system that can justify its conclusions but also one that can allow the human to take charge and correct the system if they believe it is incorrect. Existing literature has demonstrated that approaches where a human works iteratively with a system can result in more interpretable, actionable insights regarding subject behaviour (Ahmad et al., 2019; Kleinman et al., 2020; Horn et al., 2016; Malmberg et al., 2017; Zhu & El-Nasr, 2021).

In this study, we present a human-in-the-loop approach to analyzing students’ problem-solving sequences. Similar to most sequence-clustering methods used in the social sciences to group action sequences based on similarities and differences in the ordering of events (Lesnard, 2006; Abbott & Tsay, 2000), we use an algorithm to measure the distance between the sequences in each pair (Lesnard, 2006). Specifically, our method uses dynamic time warping (DTW) (Berndt & Clifford, 1994) and clusters sequences based on their distance to an expert’s sequence. However, unlike many existing techniques, which set hyper-parameters based on intuition or standard practices, our method leverages visualization to facilitate a human in the loop. Specifically, through interactive visualization, our method allows stakeholders to analyze and generate their own understanding of the data. This, in turn, allows them to interpret the output of DTW, which further allows them to adjust/optimize the parameter values for the algorithm. Through this iterative conversation between a human expert and an algorithm, our method produces clusters based on learning patterns and individual differences that are human driven and more interpretable and actionable to a human because they were directly involved in its creation.

We present a formalization of our method and demonstrate its use through a case study with a learning game called Parallel. For the case study, we identify six student clusters, each characterized by a different approach to problem solving, revealing valuable details about students’ understanding of the educational material. To further demonstrate how our approach differs from one that does not involve a human in the loop, we compare it with a state-of-the-art statistical SA method presented by Sawyer and colleagues (2018). Sawyer and colleagues’ (2018) method is similar to ours in that it looks at problem solving...
at a granular level, examining the moment-to-moment actions students take while completing a problem-solving task, and clusters them based on a calculated distance to an expert’s trace. However, unlike our method, theirs does not feature a human in the loop. Thus, we use this comparison to highlight the advantages of a human-in-the-loop approach, which produced more interpretable, human-driven results that more closely match an expert’s understanding of the data.

2. Related Work

In this section, we will discuss previous works that have analyzed problem solving through SA and highlight the absence of approaches that enable a human in the loop to provide input. SA is one of the most effective ways to analyze learning because it offers a detailed and granular examination of student strategies based on the order in which they perform actions (Bakhshinategh et al., 2018; Papamitsiou & Economides, 2014; Romero et al., 2009; Valls-Vargas et al., 2015; Gasevic et al., 2017; Iske, 2008; Kinnebrew & Biswas, 2012; Kinnebrew et al., 2013; Köck & Paramythis, 2011). Looking specifically at problem solving, existing sequence-based approaches focus specifically on clustering and comparing sequences (Sawyer et al., 2018; Paaben et al., 2018; Eichmann et al., 2020; He et al., 2021). Sequence approaches also encompass hidden Markov models (HMMs), which identify meaningful interaction patterns and infer student problem-solving strategies or predict future actions (Jeong et al., 2008; Balakrishnan & Coetzee, 2013; Boumi & Vela, 2019; Geigle & Zhai, 2017; Doleck et al., 2015).

An HMM is a statistical model of observable events that depend on unobservable, or hidden, factors (Balakrishnan & Coetzee, 2013; Doleck et al., 2015). In the context of problem solving, HMMs are used to identify meaningful interaction patterns and infer student strategies or predict future actions (Jeong et al., 2008; Balakrishnan & Coetzee, 2013; Boumi & Vela, 2019). An illustrative example is the work of Doleck and colleagues (2015), in which they used an HMM to identify different problem-solving strategies in a computer-based learning environment for medical students. The environment logs students’ interactions with various screens and tools as they attempt to address a medical case, allowing sequences to be extracted. The authors used an existing HMM tool (Biswas et al., 2010) to analyze these sequences, generate HMMs representing transition probabilities between various states, and identify patterns in how students interacted with the system and solved problems while trying to complete their tasks (Doleck et al., 2015).

The advantage of HMMs is their ability to model behaviour based on observable actions while also considering unobservable states, which makes them well suited to the task of understanding problem solving, which often heavily relies on unobservable states. The drawback, however, is that, like the work of Doleck and colleagues (2015) illustrates, deriving meaning from an HMM relies on human researchers’ ability to understand the abstract hidden states, which is not guaranteed, given the statistical nature of the model’s creation. This makes it difficult, if not impossible, for HMMs to enable a human in the loop to provide input to the calculations, and the outputs are, instead, completely determined by the model.

More commonly used to study problem solving are sequence-clustering approaches, which group sequences based on similarities, measured using techniques such as optimal matching, k-means, or edit distance (Iske, 2008; Paaben et al., 2018; Reilly & Dedé, 2019). A key example is the work of Eichmann and colleagues (2020), which used qualitatively coded sequences and optimal matching to identify strategies used by students in a complex problem-solving context. More specifically, they analyzed log data from two different problem-solving tasks and generated sequences by coding each set of logged actions as initial goal-directed behaviour, repeated goal-directed behaviour, initial non-targeted exploration, repeated non-targeted exploration, or resetting (Eichmann et al., 2020). They then used optimal matching (Lesnard, 2006) to determine the dissimilarity between sequences and group them into clusters. Through their method, they identified strategic patterns that correlated with successful or failed problem solving, such as those who failed displaying higher percentages of non-targeted exploration and shorter sequences and those who succeded tending to repeat behaviours and only display non-targeting behaviours toward the beginning of their sequences (Eichmann et al., 2020).

The primary shortcoming of the approach of Eichmann and colleagues (2020), however, is its lack of interpretable clusters. To be more specific, this method benefits from its emphasis on coding the sequences and its use of visualization to depict sequence trends, promoting transparency and interpretability of the sequences themselves. However, there is no point of reference within the method for how the output clusters are to be understood, for example, which one contains the high performers and which the low performers, who took an unexpected approach, and so on. While this may not be an issue with a small population or clearly defined clusters, a large population or more loosely defined clusters may pose a challenge, especially if no external performance data, such as grades, is available to use as a reference. In other words, while the approach of Eichmann and colleagues (2020) may provide interpretable sequences, it does not necessarily provide interpretable clusters, since there is no internal point of reference regarding how each cluster should be understood. Without interpretable clusters, it can be difficult to determine if sequences are clustered correctly and difficult to provide informed input regarding the clustering method.

One way to provide an internal point of reference is to compare sequences against an expert or optimal sequence. This approach makes it easier to ascribe meaning to resulting clusters and identify students who may need aid, even when additional
information about their performance is not available (Sawyer et al., 2018; He et al., 2021). In this approach, problem-solving strategies are analyzed based on the degree to which they differ from an ideal solution. One example of such an approach is the work of Sawyer and colleagues (2018), which uses filtered time series analysis (FTSA) to compare sequences against an expert’s sequence. More specifically, they generated sequences from logs of students’ interactions with a game-based learning environment where they were trying to solve a medical mystery. Using FTSA, these sequences were compared to the sequence that an expert was expected to take. The distances were then compared against students’ performance on a post-test, and Sawyer and colleagues (2018) found that those students who performed poorly on the post-test also had sequences far from the expert trace. Sawyer and colleagues’ (2018) technique has also been demonstrated in a non-game context by Reilly and Dede (2019), who additionally found that the number of actions taken correlated with learning gains.

Comparison against an expert trace adds interpretability to the clusters and can be used to identify at a glance which students need aid. Thus, through this method, it is easier to identify struggling students than it is with more general clustering methods, especially when additional performance information (such as grades) is not available to provide meaning to the clusters or if clusters are not clearly defined. The drawback, however, is that this approach has yet to be demonstrated in a manner that also facilitates interpretable sequences. Without interpretable sequences, it is difficult to understand the output of the calculation (the distances) and difficult to adjust the calculation. Further, it is impossible to understand how students are struggling without a clear view of their action sequences, making it difficult to help them.

In summary, existing SA techniques have primarily benefited from interpretable sequences or interpretable clusters, but few demonstrate both. In order to enable a human in the loop to drive the analysis process, we argue that both are necessary. Interpretable clusters make it possible to evaluate the output of an algorithm (i.e., are the right sequences in the right clusters?), while interpretable sequences make it possible to define the characteristics of each cluster. Together they make it possible to provide informed input to the model and identify how students are struggling and how to help them. However, existing techniques also fail to utilize adjustable models, making it impossible to enable a human in the loop to drive the analysis process.

### 3. The Method

In this section, we formalize our method, shown in Figure 1, which follows the approach taken by Sawyer and colleagues (2018) and He and colleagues (2021) in which student sequences are compared against an expert’s sequence to facilitate interpretation of clusters and identification of those students who need aid. However, like that of Eichmann and colleagues (2020), our method also features interpretable sequences. Further, unlike any previous work, we leverage interactive visualization to make it easier for the analyst to connect the sequence patterns to the clusters and an adjustable algorithm that takes input from the human analyst. In this manner, our method facilitates a human in the loop, allowing the stakeholder to interpret the sequences and insert their own expertise into the model.

We consider the stakeholder to be an educator or learning scientist, someone who is familiar with the educational material and the digital learning environment and capable of drawing meaningful and actionable insights from the sequences. The stakeholder may not possess the technical experience necessary to interact with the algorithm, in which case working in tandem with a data scientist is recommended. However, this method is tool agnostic, meaning that it can be implemented with any visualization that meets the usability requirements outlined in Section 3.3, including one with an interface that provides graphical user interface (GUI) inputs for algorithm manipulation.

#### 3.1 Step 1: Data Processing

Because the method is meant to facilitate analysis of students’ problem-solving strategies, the learning environment must be instrumented to record students’ actions at a granular action-to-action level as they work through a problem or task. Most digital learning environments, including educational games and MOOCs, can be instrumented in this way.

To make the data interpretable, it is recommended that the stakeholders filter and abstract the logged data. To do this, the stakeholders should first identify the actions available within the learning environment that are relevant to studying problem solving, such as submitting or deleting an answer or viewing a help tool tip. We assume that the stakeholders are experienced enough with the learning environment to possess the necessary expertise to recognize these actions. However, one could also work with the developers of the environment or refer to documentation if necessary.

The stakeholders should then work with the developers of the learning environment or its logging system, or refer to available documentation, to map the logged information to the actions. For example, a mouse click in a given location may be mapped to viewing a help tool tip. Any logged data not included in the mapping can be filtered out. If the data is still too complex, that is, there are too many actions, it is recommended that stakeholders develop an abstraction for the data, converting the lower-level actions to higher-level actions or behaviours. This process will help make the data easier for a human to read and understand. Discussing the details of abstraction methods is beyond the scope of this work; however, numerous techniques,
including human labelling and iteratively combining similar states, are discussed in Ahmad and colleagues (2019), Javvaji and colleagues (2020), Kleinman and colleagues (2020), Kinnebrew and colleagues (2013), and Kinnebrew and Biswas (2012).

Finally, once filtering and abstraction have been implemented, student data is converted into sequences of actions. Action sequences can be created based on timing, with actions recorded at set intervals, or they can be based on ordering. This choice is left to the stakeholder, who will know best what information they have and what they need to learn from it. All of these steps can be accomplished through data-processing scripts.

3.2 Step 2: Clustering

Once the data has been processed and converted into sequences of actions, the next step is to use the default DTW algorithm (described below) to cluster these sequences. This can be accomplished by setting up a script that takes in the set of sequences as an input and runs the algorithm.

The default DTW algorithm calculates distances as follows: Given a set of sequences $S$ that consists of individual sequences $S_1, S_2, S_3,$ and so on, a distance value $d$ is created for every sequence pair $(S_1, S_2)$. At every given step $s_a$ in sequence $S_1$ the value at step $s_a$ is compared to the value at every given step $s_b$ in sequence $S_2$ and a weight $w$ is calculated. If the states or actions at steps $s_a$ and $s_b$ are the same, $w = 0$; otherwise, $w = 1$. In a dynamic programming manner, the algorithm fills in a matrix with values based on these distances as it steps through both sequences. At the end, the distance value $d$ is determined by the value at the bottom right cell of the matrix, which represents the minimum possible distance between the two sequences $S_1$ and $S_2$. The pseudocode for the DTW algorithm, originally developed by Berndt and Clifford (1994), can be seen below, in Algorithm 1.

Figure 1. The method for human-driven analysis of learning sequences. In each box is an icon to indicate if the step involves just an algorithm or a human interacting with an algorithm, logs, or a visualization.
3.3 Step 3: Visualization
The third step involves setting up the visualization to facilitate the human-driven analysis of the sequences. Our method includes visualization for two reasons. First, while student action sequences can be qualitatively analyzed and clustered using playback videos, visualization permits a holistic view of the entire population, making it easier to identify community-level patterns. Second, through visualization, by syncing a visualization of clusters produced by an algorithm with a visualization of student sequences, it is possible to learn how the algorithm understands the data, which would not be doable through video. With this in mind, the proposed method needs to be able to visualize all action sequences at once and display how these sequences are clustered in a synchronized manner.

Using the visualization, the stakeholder can categorize the actions that appear in the student sequences. First, the stakeholder must identify an expert trace. An expert trace (Sawyer et al., 2018; Javvaji et al., 2020) is the sequence an expert would generate given the educational environment. Such a trace can be created by having an expert interact with an educational environment and then visualizing their sequence. Alternatively, an artificial trace can be generated using expertise or domain knowledge to design the path that an expert would be expected to take.

Second, the stakeholder must leverage their knowledge of the educational environment, and the topic, to sort the actions that make up the sequences into categories based on the higher-level learning strategies that they indicate. For example, the action of re-reading a piece of text may belong to “clarification activities,” where a student seeks to reaffirm their understanding of a topic, while editing an answer may belong to “adjustment activities,” where a student adjusts their responses based on new information. Categories may represent inferences about the learning strategy that motivated a given action. During this process, those actions that make up the expert trace should become their own category and not be included in other categories to facilitate analysis of sequences based on what actions they take that divert from the expert trace. This process assumes that the stakeholder is familiar enough with the learning environment to either know or reasonably assume that engagement with a given action indicates a given learning strategy (clarification, adjustment, etc.).

3.4 Step 4: Identification of Student Patterns
Once the categories are set, the stakeholder can leverage their expert knowledge to analyze and compare sequences against each other and the expert trace. In doing so, they can identify the general characteristics for each set of clustered student sequences. These characteristics can then be used to identify opportunities to update the calculation and produce more accurate clusters.

Using the DTW output, which should be visualized by the chosen visualization system, the stakeholder identifies a set of sequences that are clustered near each other. Each sequence is then analyzed to identify high-level characteristics of how the student moved between action categories. Analysis at this point does not need to be extensively detailed, but rather just enough to get a high-level idea of the patterns in each sequence. This analysis is repeated for each nearby sequence in an iterative process similar to content analysis until a general characteristic for the clustered sequences is identified.

While the DTW output is used as a starting point, it should not be treated as a ground truth. During this process, the stakeholder may find that some sequences that are clustered near each other by DTW demonstrate different characteristics.
3.5 Step 5: DTW Update and Iteration
At the conclusion of the output analysis step, the stakeholder should understand the defining characteristics of each group of students. They should also have a rough understanding of whether or not DTW has clustered the sequences adequately according to these characteristics. At this stage, the stakeholder can update the DTW algorithm based on their knowledge of the patterns in each cluster.

In a process similar to what is described by Javvaji and colleagues (2020), the stakeholder can update the value added by DTW when there is a mismatch. We refer to these values as weights. Specifically, while the default algorithm adds a weight of 0.25, the stakeholder can use their understanding of how students are interacting with the action categories to penalize actions within certain categories or, if necessary, specific actions. This is done by defining a specific, greater value as the weight that should be added if a mismatch includes the designated action. We leave it to the judgment of the stakeholder to decide which action categories should be penalized over others and what the appropriate weights are. In general, it is advised to greater penalize those categories that contain actions deemed to be unlikely to be taken by an expert. Through this process, the stakeholder can tune and correct the DTW algorithm such that it produces more accurate clusters by ensuring that distances between sequences are calculated based on how they display various action patterns.

When using DTW to produce clusters, there is always a risk that sequence length will impact the results. With our method, this can be mitigated by manipulating the weights. For example, if sequence length is a confounding factor in the clustering process, weights can be adjusted such that, in situations where one sequence has ended but the other continues, a reduced weight, such as 0.25, can be applied for each step that the longer sequence continues. Pairing such an arrangement with increased weights, that is, two, three, or four, for disparate sets of actions in situations where neither sequence has concluded will ensure that the differences in actions will have a greater impact on the clusters than the differences in overall length. We leave it to the judgment of the stakeholder to determine if such an arrangement is necessary.

3.6 Step 6: Validation
Once we have satisfactory clusters, we then need to evaluate these clusters. We recommend using the silhouette measure (Rousseeuw, 1987), which measures how similar an object is to its own cluster compared to other clusters, on a scale of −1 (not similar) to 1 (similar), based on distances between objects. Silhouette is a standard for measuring clustering effectiveness in terms of cohesion and separation. If the silhouette result is not satisfactory, the stakeholder can update the DTW algorithm again and repeat the visualization and identification steps.

3.7 Step 7: Granular Analysis of Learning Processes
In this step, we can use the state graph to conduct a detailed analysis of student learning. This analysis follows a three-step process of comparing groups and individual sequences against each other and the expert trace.

First, the stakeholder compares each sequence grouping against the other groupings in terms of their defining characteristics. The goal is to identify and reaffirm how each group of sequences differs from others in terms of which action categories they exhibit and how they move between them. Doing so can help the stakeholder better understand student performance and learning patterns across an entire population holistically.

Second, the stakeholder compares each sequence group against the expert trace. For each sequence group, the stakeholder should focus on how the sequences within tend to converge with, or divert from, the expert trace. The actions and transitions in which the included sequences tend to align with the expert trace may indicate concepts that the students are able to grasp, while actions and transitions that divert from the expert trace may indicate concepts that the students are struggling with.

Third, the stakeholder analyzes in detail each individual sequence within a group to see how a given student’s sequence compares to or contrasts with that of others in their group. During this process, it is also important to compare the individual sequences in each group against the expert trace to get an idea of how each student is performing in relation to how an expert is expected to perform. Keeping the defining characteristics of each group in mind, it is then possible to identify individual differences in how students exhibited each characteristic. Understanding these individual differences is critical to designing effective interventions and requires granular details of a student’s learning process.

3.8 Bias Mitigation
While the inclusion of a human in the loop can prevent algorithmic bias (O’Neil, 2016), there is the additional risk that the human in the loop may insert human bias into the mix. However, in our human-in-the-loop method, it is easy to identify where such biases may arise and mitigate them through validation approaches borrowed from qualitative research. Specifically, there
are four steps in our method where human bias can be inserted into the analysis. Here, we discuss our recommendations for how to mitigate this risk.

First, during the data-processing step, when selecting the relevant actions, there is a chance that bias will emerge due to relevant actions being overlooked. To mitigate this, we recommend having a second stakeholder of equal knowledge and expertise conduct this task in collaboration with the first. By having multiple people identify the relevant actions separately and then compare their results, measures of percent agreement can be used to determine the validity of the selection. Disagreements can also be discussed and resolved. Depending on the complexity of the learning environment and the range of afforded actions, additional stakeholders may also take part. The identities of these additional stakeholders may vary depending on available human resources, and they may be other educators or teaching assistants.

Second, during the visualization step, when the actions are grouped into categories, there is a risk that the inferences regarding the learning strategies each category represents are incorrect. To mitigate this risk, we recommend member checking with another person who is familiar with the learning environment, ideally with students, who could confirm whether or not the classifications are accurate inferences. If the classifications are deemed inaccurate, or the result of bias from the stakeholder, student input can be used to update them.

Third, during the pattern identification step, we recommend pursuing analysis in an approach similar to inter-rater reliability (IRR). In such an approach, two or more stakeholders, likely an educator and either other educators or teaching assistants, separately analyze the DTW output and identify patterns. They then reconvene to compare their findings. If necessary, Cohen’s kappa or a similar measure of reliability can be used and disagreements resolved through discussion until a comprehensive set of patterns is identified.

Fourth, during the final analysis of learning processes, we recommend pursuing analysis following an IRR approach. Again, bias would be mitigated by having separate individuals independently analyze the data and compare the clusters and sequences to identify the student learning processes. Following the IRR approach, a kappa measurement can be used to determine the reliability of the findings, and discussion can be used to resolve disagreements.

4. Case Study: Parallel

To illustrate our approach, we present a case study in which we analyzed student action sequences from a learning game. In this section, we introduce the game, outline the study setup, illustrate the implementation of the method, and discuss the results.

4.1 Parallel: A Game-Based Learning Environment

We chose a learning game due to its demonstrated value in helping students understand new concepts through learn-by-doing experiences (Adams et al., 2012) and because of recent interest in bringing data-driven learning into gameplay (Zhu & El-Nasr, 2021; Villareale et al., 2020).

Parallel is a single-player game-based learning environment that teaches concurrent and parallel programming concepts (Zhu et al., 2019; Kantharaju et al., 2018; Zhu et al., 2020). It does this through 2D puzzles that challenge the player to coordinate arrows, which represent threads, to pick up and deliver packages without interfering with each other. The arrows move along predetermined tracks at random speeds, and, to accomplish this goal, players must use signals and semaphores to control the arrows’ movements. This can be done by placing graphical components representing each element on the track. A player wins a level by placing the right number of elements in the correct locations. Through continued gameplay across multiple levels, the game introduces students to concepts such as non-determinism, synchronization, and efficiency.

For this study, a special Parallel build was created containing four levels, where the first three were tutorial levels introducing the game and its mechanics, as well as the parallel programming concepts of non-determinism, multi-threaded processing, critical sections, and race conditions. Level 4, as seen in Figure 2, was unguided, where players practised what they had learned in the previous levels. Level 4 was used as the subject of the case study analysis because it was the first opportunity for players to practise what they learned without guidance.

4.2 Recruitment

Thirteen students were recruited from an undergraduate computer science program. Participants were required to be (1) 18 years of age or older, (2) located in the United States, (3) able to communicate in written and spoken English, and (4) able to play on a Windows machine. We also ensured that participants had not played Parallel before. No other inclusion or exclusion criteria were applied, and players were not required to have any knowledge of parallel programming. Due to the COVID-19 pandemic, this study was carried out remotely. Upon giving informed consent, players were sent detailed instructions on how to download and run Parallel and locate their data logs, which were sent to the research team over an encrypted file-sharing service, along with screen recordings of their gameplay. Gameplay took from 30 to 60 minutes. Participants received a $50 gift card for their time.
Figure 2. A screenshot of the game Parallel. The two arrows represent threads. Players need to place semaphores and signals to direct arrows, which carry packages and move along predefined tracks, to the designated delivery points. The pictured level is the one that was analyzed for this case study.

4.3 Procedure
For the purposes of this case study, the stakeholder was considered to be an educator teaching parallel programming. However, the role of the stakeholder was played by members of Parallel’s design and research teams.

4.3.1 Step 1: Data Processing
Parallel was instrumented in prior work such that a player’s actions, including everything from where elements were placed to mouse clicks, were recorded in the log files. This resulted in a great deal more information than what was needed to analyze learning. Thus, the research team worked collaboratively and used knowledge of the game’s design and iterative conversations with its designer to identify a set of actions deemed important for recognizing students’ learning processes (see Table 1). The logs were then analyzed to identify the corresponding logged events. For example, “place semaphore” (a gameplay action) corresponded to a pair of logged events: “mouse click down” (over semaphore icon in menu) and “mouse click up” (over a track). Once connections were identified, a Python script was used to process each log into a sequence of actions by abstracting the events into the gameplay actions they represent. Logged events that did not correspond to one of the selected gameplay actions were filtered out.

Table 1. The 13 Game Actions Identified to Indicate Learning or Concept Understanding*

<table>
<thead>
<tr>
<th>Action</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Place semaphore</td>
<td>The player places a semaphore on the board.</td>
</tr>
<tr>
<td>Place signal</td>
<td>The player places a signal on the board.</td>
</tr>
<tr>
<td>Link signal and semaphore</td>
<td>The player links a signal and a semaphore.</td>
</tr>
<tr>
<td>Test passed</td>
<td>The player runs a test and it passes.</td>
</tr>
<tr>
<td>Test failed</td>
<td>The player runs a test and it fails.</td>
</tr>
<tr>
<td>Stop test</td>
<td>The player stops a test simulation before it completes.</td>
</tr>
<tr>
<td>Toggle semaphore</td>
<td>The player locks or unlocks a semaphore.</td>
</tr>
<tr>
<td>Move semaphore</td>
<td>The player moves a semaphore to another spot.</td>
</tr>
<tr>
<td>Move signal</td>
<td>The player moves a signal to another spot.</td>
</tr>
<tr>
<td>Destroyed semaphore</td>
<td>The player destroys a semaphore.</td>
</tr>
<tr>
<td>Destroyed signal</td>
<td>The player destroys a signal.</td>
</tr>
<tr>
<td>Submission passed</td>
<td>The player submits a solution and it passes.</td>
</tr>
<tr>
<td>Submission failed</td>
<td>The player submits a solution and it fails.</td>
</tr>
</tbody>
</table>

*Each log was processed into a sequence comprising some subset of these actions.

4.3.2 Step 2: Visualization
For our case study, we chose the visualization system Glyph (Nguyen et al., 2015) because it meets all of the requirements and the researchers were familiar with the system. However, Glyph is not required to implement this method, and any visualization that meets the requirements stated above would suffice.

Glyph’s interface consists of two views: a state graph and a cluster graph. The state graph (Figure 3, right) is a node-link representation of student behaviour in which each node represents an action that can be taken within the environment. A link
between two nodes indicates that at least one student’s sequence transitions between these two actions, and the thickness of that link represents the number of students. Repeated actions of the same type are represented by the same node, and the student loops between nodes as they repeatedly perform an action. For example, the sequence of (1) read instructions, (2) answer a question, and (3) read instructions again is represented by two nodes: “read instructions” and “answer a question.” The links would loop from “read instructions” to “answer a question” and then back to “read instructions.”

Figure 3. The two graphs of Glyph. On the left is the cluster graph, where the larger node indicates a common sequence and the smaller nodes indicate less common sequences. Distances between nodes indicate similarity. On the right is the state graph. The user has highlighted four different sequences, and the corresponding nodes and links are highlighted as well.

Glyph users can click and drag any node in the state graph to change its position on the screen. The links that connect the node to others will automatically adjust their lengths and angles accordingly. Additionally, selecting any given node in the cluster graph will highlight the sequence of nodes and links in the state graph; multiple cluster graph nodes can be selected at once, as seen in Figure 3.

The cluster graph (Figure 3, left) represents each unique sequence as an individual node. The node’s size indicates how many students share it, with larger nodes indicating more students exhibiting that sequence. These nodes are clustered based on the DTW algorithm (Nguyen et al., 2015; Berndt & Clifford, 1994), with similar nodes being near each other. DTW calculation are discussed in Nguyen and colleagues (2015) and Berndt and Clifford (1994). In the default algorithm, for every point in the two sequences in which the two actions are not the same, a value of one is added to the distance. For the initial visualization of the sequences, it is recommended to use this default calculation.

The sequences for all 13 players were uploaded to Glyph. For this case study, the expert trace was generated artificially and added to the visualization. For the expert trace, the researchers leveraged their knowledge of the game and the designer’s input to identify the actions that would need to be taken to solve the level. It was decided that the expert trace would exhibit the least number of each of these essential actions in an order that is efficient and exhibits the behaviours the game is intended to teach. The resulting trace was place semaphore, place signal, place semaphore, place signal, link signal and semaphore, link signal and semaphore, test passed, submission passed.

The Glyph visualization was then arranged such that this trace was placed diagonally through the centre of the state graph, as can be seen in Figure 4(a). The remaining actions were grouped into three action categories based on knowledge of the game’s design and review of its documentation:

- **Adjustment actions** are moves taken to adjust an existing solution (toggle semaphore, move semaphore, move signal).
- **Reset actions** are moves taken to clear a solution (destroy semaphore and destroy signal).
- **Information acquisition actions** are moves taken to get feedback or information (view help, stop submission, submission failed, test failed, and stop test).

The Glyph visualization was arranged such that the nodes belonging to each group were positioned near each other in the state graph. Arranging Glyph in this manner facilitated visual comparison of sequences by allowing researchers to see, quickly, how each sequence traversed the action categories before going into more detailed analysis. The resulting state graph, with the expert trace and action categories highlighted, can be seen in Figure 4(b).

4.3.3 Step 3: Identification of Student Patterns

The researchers then leveraged their domain expertise and analyzed the visualized sequences following the steps outlined in Section 3.4. Specifically, following a protocol similar to content analysis, the researchers identified patterns separately and then reconvened to iteratively discuss similarities and differences before settling on a final set. Based on this analysis, they identified
general action patterns that characterized each cluster produced by DTW. These patterns are outlined in Table 4 and discussed in Section 4.4.

Figure 4. The state-graph visualization for the Parallel case study consisted of an expert trace (left) and three action categories: information acquisition actions, adjustment actions, and reset actions (right).

4.3.4 Step 4: DTW Update and Iteration
The cluster graph produced by the default DTW algorithm can be seen in Figure 5(a). Since no two students had the same sequence, all of the nodes in the cluster graph represent a single student, and all are the same size. The highlighted sequences in this graph indicate those identified to possess similar general action patterns, who should thus be clustered together by DTW. It was determined that the DTW algorithm was not adequately clustering the sequences based on these action patterns. Thus, following the steps outlined in Section 3, the researchers updated the DTW algorithm, specifically deciding to penalize action categories outside of the expert trace, depending on how likely an expert was to take actions in those categories.

The updated algorithm calculated the distances between the sequences based on how they interacted with the action categories that were identified in step 2. It did so as follows: for any given point in any two sequences, if the two actions at that point were the same, then a zero was added to the distance. Otherwise, a value was added based on what action categories the two actions belonged to. If they were in the same category, a value of one was added. If they were in different categories, a value between two and four was added accordingly. The value for each category pair can be seen in Table 2.

Table 2. Values for the Updated DTW Algorithm*

<table>
<thead>
<tr>
<th></th>
<th>Expert trace</th>
<th>Adjustment</th>
<th>Info acquisition</th>
<th>Reset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert trace</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Adjustment</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Info acquisition</td>
<td></td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Reset</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

*If the two actions were not the same, then a value was added to the distance based on what action categories they belonged to.

This produced an updated cluster graph that more closely matched the human’s judgment of how the students should be grouped. At this point, it was determined that “test passed” should be considered an information acquisition action by DTW instead of an expert trace action (see Table 2). Passing a test is a form of information acquisition. It is considered a part of the expert trace, since Parallel teaches students to always test before submitting. However, it is essentially the only information acquisition action that an expert should take within the context of the given level. The DTW distances were calculated again with this additional adjustment, and the output, seen in Figure 5(b), produced satisfactory clusters. The state graph did not change during this process.
4.3.5 Step 5: Validation

Silhouette (Rousseeuw, 1987) was used to validate the five resulting clusters, and the results can be seen in Table 3. As can be seen from the resulting silhouette values, sequences 2, 4, 5, 6, 7, and 13 are all appropriately clustered, as indicated by their positive silhouette values, which are all greater than 0.4. These six sequences correspond to the largest and most prominent cluster, dubbed the “high performers,” seen in Figure 5(b) and discussed in Section 4.4. Sequences 6 and 7, which have the lowest values of the six, are on the outer edges of the cluster, as can be seen in Figure 5(b). Likewise, sequence 0, which is notably far from any other sequence, as can be seen in Figure 5(b), is clustered appropriately on its own.

The remaining six sequences, however, are all between clusters according to the silhouette calculation, as indicated by their values, which are close to zero. The lack of a strong cluster for these points is due to the nature of the data and the abstraction used, which resulted in six sequences that do not exhibit prominent enough behavioural similarities or differences to be clustered. While statistically these points didn’t form a coherent cluster, through qualitative analysis, expert insight was able to identify similarities between these sequences, and thus we retained these groupings.

4.3.6 Step 6: Granular Analysis of Learning Processes

The final visualization was then analyzed in detail to identify key characteristics and differences in student learning processes within and across groups. The results of this process are discussed in detail next.

4.4 Results

All 13 students successfully completed the level, but the paths they took varied. DTW sorted the 13 student-generated sequences into five clusters (see Table 4) based on notable characteristics in terms of what actions they took and in what order (see Figure

Table 3. The Silhouette Values Calculated for Each Student Sequence Using the DTW Distances and the Researcher-Derived Clusters*

<table>
<thead>
<tr>
<th>Player</th>
<th>P0</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>P4</th>
<th>P5</th>
<th>P6</th>
<th>P7</th>
<th>P8</th>
<th>P9</th>
<th>P11</th>
<th>P12</th>
<th>P13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silhouette</td>
<td>1</td>
<td>−0.06</td>
<td>0.52</td>
<td>0</td>
<td>0.557</td>
<td>0.605</td>
<td>0.449</td>
<td>0.453</td>
<td>0.056</td>
<td>−0.174</td>
<td>−0.179</td>
<td>−0.03</td>
<td>0.538</td>
</tr>
</tbody>
</table>

*Numbers closer to one indicate that the sequence is in the correct cluster, while numbers closer to zero indicate that the sequence is between clusters.
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Comparison of sequences permitted the identification of learning patterns and individual differences that can be used to identify points of struggle and design potential interventions.

<table>
<thead>
<tr>
<th>Group</th>
<th>Defining Characteristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>High performers</td>
<td>Close to the expert trace but differ in terms of ordering and because they all exhibit at least one adjustment behaviour and, in two cases, one or two information acquisition behaviours</td>
</tr>
<tr>
<td>Erratic correctors</td>
<td>Perform information acquisition actions followed by a large number of actions, with no obvious logical progression, before reaching the solution</td>
</tr>
<tr>
<td>Iterative solvers</td>
<td>Pass or stop tests and submissions multiple times, often followed by minimal changes and then additional tests or submissions</td>
</tr>
<tr>
<td>Strugglers</td>
<td>Exhibit multiple characteristics in random and inconsistent manners, along with visits to reset actions</td>
</tr>
<tr>
<td>The outlier</td>
<td>A single sequence isolated from the rest</td>
</tr>
</tbody>
</table>

4.4.1 Group 1: The High Performers
The first and largest group contained six student sequences, dubbed “high performers” because they were characterized as being close to the expert trace, but differed from the expert trace in terms of ordering of actions and because they all exhibited at least one, but never more than two, adjustment actions and, in two cases, a single information acquisition action. The sequences belonging to this group can be seen in Figure 6(b). As high performers, these students do not require extensive intervention from an educator. However, we can still glean insights into how they are performing by comparing their sequences against one another and the expert trace.

Four of these traces differ from the expert trace by visiting adjustment nodes (moving or toggling elements), and, thus, it was possible to conclude that these students may be a bit less certain of the exact ordering of elements than an expert would be. However, this is the only extra action category that these four sequences visit; that is, they still reach the solution in a single attempt, indicating that the students understood the concepts enough to recognize and correct errors on their own.

The remaining two traces differ from the expert trace in both visits to adjustment actions and information acquisition actions. Unlike the expert trace, the students did not initially have a correct solution and needed to make adjustments to reach a solution. However, unlike the previous four students, they did not realize that this was the case and needed the system to inform them through a failed submission. These sequences differ from sequences that come later because they only exhibited these behaviours once and because they arrived at the correct solution after a minimal number of corrective actions. This indicates that they understood their mistakes and how to correct them, implying that they are still high performers. Thus, they are clustered with this group. Of note is that these are sequences 6 and 7, which are on the edges of the cluster and had lower silhouettes, as can be seen in Table 3.

By comparing the sequences to each other, it was possible to identify some noteworthy individual differences. The most prominent observation was that three students began level 4 with a test (which passed for two and was stopped for the third). However, these students did not follow the test with a submission attempt, which may imply that they do understand non-determinism, or that a solution that works once will not automatically work every time. From here, the students converge with the rest of the group in terms of what actions are taken and in what general order, suggesting that the unusual testing action does not indicate a lack of understanding of learning concepts but perhaps a lack of understanding of the nature of the puzzle.

When comparing the two students who performed information acquisition activities, we found that one failed a submission immediately after passing a test, implying that they do not have a strong grasp of non-determinism. The second student attempted to solve the solution with only a single signal and semaphore pair, which was not possible. It may be that this student was thinking about the problem in terms of optimization and believed that only one pair should be necessary.

4.4.2 Group 2: Erratic Correctors
The next group consisted of two students whose sequences can be seen in Figure 6(c). Both sequences, after taking an information acquisition action, exhibited large numbers of seemingly undirected or random actions, implying that the students may not have properly understood how to get to a correct solution and did so randomly rather than through a plan or strategy. This characteristic is in sharp contrast to the expert trace, which did not include any information acquisition or adjustment actions. It is also in contrast to the high-performers group, who made minimal adjustments to reach a solution, with or without information acquisition. These minimal moves indicate an understanding of the error and a directed movement to correct it, whereas the erratic correctors’ sequences indicate the opposite.
When the individual sequences were compared, further individual differences were identified. Both sequences began by placing the correct number of signals and semaphores and then ultimately stopped at a test or submission. At this point, one student moved their board elements (signals and semaphores) around seven times. This indicates that they understood the
number of elements they needed to solve the level (because they did not add more) but did not understand the placement. This may indicate that the student understands the logic behind parallel programming but struggles with the order of operations. By contrast, after stopping the test, the other student placed two more signal-semaphore pairs on the board and did not move any elements. This indicates that the student was confident in their placement but believed that more elements were needed to solve the level. This may imply that the student was struggling with understanding the functionality of semaphores, leading them to believe that more than necessary were needed to solve the puzzle.

4.4.3 Group 3: Iterative Solvers
The next group also consisted of two sequences (see Figure 6(d)) characterized by how they differ from other clusters in their overall approach. Specifically, these sequences passed and stopped tests and submissions multiple times. However, these actions were rarely followed by lengthy adjustments. Instead, they were often followed by minimal changes and then additional tests or submissions. This implies that the students used tests and submissions to get feedback on parts of the solution before building more. In other words, they were building their solution iteratively.

When compared against the expert trace and the other groups, the primary differences were the number of times information was sought and the number of actions that happened in between that seeking. The expert trace included no information acquisition, while all previous groups, including the erratic correctors, successfully reached the solution with minimal information acquisition actions. By contrast, the sequences in the iterative solvers group exhibited more information acquisition. Because they sought information more often, these sequences featured shorter bursts of adjustment actions than the erratic correctors, who did not test often and instead performed a high number of adjustments without seeking feedback. Looking closely at each sequence in this group permitted identification of individual differences. For example, one student passed tests multiple times. Each time, they added more to their solution or made a minor adjustment. The first time they passed a test, they had already placed elements on the board but had not created any pairs, but after passing the test, they created two pairs and then tested again. After passing this test, they moved an element three times and then tested again. This pattern of passing a test and making a small adjustment before testing again continued until they eventually reached the solution. The fact that this student never went from a passed test to a stopped or failed submission indicates (a) that they understand non-determinism and (b) that they did not have the entire, correct solution. This implies that their regular testing was not due to a lack of understanding but to gain feedback, which may imply that the student was not confident in their understanding of the problem and solution or perhaps needed a little extra help in seeing where they were wrong, despite already knowing they were wrong.

The other sequence is a bit different. This student moved from a passed test to a stopped submission, implying that they may not understand non-determinism or failed to recognize the errors in their solution. For example, they stopped a test, created a link, stopped another test, moved a signal, and then stopped another test. The presence of stopped, rather than passed, tests may indicate that this student is further from understanding the correct answer than the other student.

4.4.4 Group 4: Strugglers
The next group consisted of two sequences (see Figure 6(e)). Both included a number of the behavioural patterns exhibited by the previous groups but switched between them in a somewhat random manner. The lack of consistency and direction may imply that these students struggled to grasp the concepts taught by the game, recognize the solution, or develop a clear path to reach that solution.

When compared to the expert trace, there are notable divergences. Perhaps the most jarring is that both players passed a test with an empty board and then attempted to submit the empty board (which failed). This may imply that these players do not have a strong grasp of the concept of non-determinism, leading them to believe that the empty board, which passed once, would pass every time. When comparing them to the other groupings, it was noted that there was a lack of consistency to their approach, with both students alternating between small changes with regular information acquisition (similar to iterative solvers) and large changes with little information acquisition (similar to erratic correctors).

When compared against each other, one student built an entire solution (with both necessary pairs) and failed their next test. The student then alternated between small changes and subsequent stopped or failed tests and large, erratic changes with few tests. The other student followed their first failed submission with the creation of one pair, a second passed test, and a second failed submission. Their repetition of the passed test–failed submission sub-sequence indicates that they may not have a good understanding of the problem or how to solve it. They then entered into the same alternating pattern as the other player, with the primary difference being that they often passed their tests and always followed these with a failed submission.

4.4.5 Group 5: The Outlier
The final group consisted of only a single sequence (see Figure 6(f)). Although the student eventually reached the solution, it took them almost four times as many actions as other students. In addition, they exhibited behaviour patterns similar to those exhibited by the erratic correctors, though with far more submission attempts, with substantial, seemingly erratic, and undirected changes between submissions, which included frequent use of reset actions. They also never tested, suggesting
false confidence in their solution and an inability to recognize errors. This information implies that this student struggled to understand the concepts taught by the game but may not have been consciously aware of this struggle.

4.4.6 Summary and Takeaways
In summary, our method resulted in five distinct student clusters, each characterized by certain sequence patterns that indicate what the students are, or are not, understanding. Notably, our method produces information about the ordering of actions, not just the number of actions, which provides critical information about students’ understanding of the problem and their approach to solving it. For example, with the high performers, knowing that students made adjustments only after failing tells us that they were confident in their understanding and only prompted to question their ideas by failure. Similarly, knowing that students immediately submitted after passing a test may indicate a lack of understanding of non-determinism. This information is critical to designing effective personalized learning because it allows the stakeholder to pinpoint exactly what concepts each student is struggling with and design targeted lesson plans. For example, in the case of the iterative solvers, the first student was closer to the solution and seemed to be able to reason their way through the problem with the aid of feedback from the game. This may imply that the student had a decent, though not perfect, grasp of parallel programming concepts but lacked confidence in their knowledge of the topic. The stakeholder could thus design a personalized lesson plan to help this student build confidence while further enhancing their already steady understanding of the subject matter. Pinpointing the student’s areas for improvement would not be possible without a granular understanding of their problem-solving process, which is afforded by our method through interpretable SA.

5. Generalizability of the Approach
While we demonstrate the method in a single case study, we have been able to apply the same approach to several other digital and learning environments, such as E-sports (Ahmad et al., 2019), alternative reality games (Javvaji et al., 2020), and May’s Journey, a puzzle game that teaches programming (Jemmali et al., 2020). In our experience working with this approach, data abstraction is key to ensuring that the data remains interpretable even at large scales. While our case study used the technique to examine only 13 students, the visualization methods we leverage have been demonstrated in previous work with significantly larger numbers (such as hundreds and even thousands of users or sessions) (Javvaji et al., 2020; Ahmad et al., 2019; Nguyen et al., 2015). In all cases, interpretability was maintained through an abstraction scheme that generalized lower-level actions into fewer higher-level actions and ensured that the visualized traces were manageable for a human stakeholder. Thus, it is reasonable to assume that the method presented here will also be scalable to large numbers of students and more complex levels (i.e., levels allowing for multiple solutions). However, we acknowledge that we have not empirically confirmed that with the current case study.

In particular, in future work, we aim to apply the approach to different and more complex levels and to bigger numbers of students. Expanding this analysis to more complex levels will reveal many opportunities for us to evaluate or investigate learning. In these cases, each possible correct solution would be an expert trace, and the analysis of the individual sequences would be conducted taking the multiple traces into account. For example, perhaps a group of students is clustered around one trace and a second group is clustered around the other. Perhaps the two expert traces represent two ways to solve the level that indicate certain learning gains versus others. Thus, conclusions can be drawn about students’ learning and problem-solving strategies based on their relative proximity to the multiple expert traces. Alternatively, suppose the expert traces are all conceptually similar. In that case, they can be clustered together and treated as a sequence category, and individual traces and their categories can be analyzed based on proximity to the category as a whole.

In addition to using this approach within games, we can also see an application of this approach to other educational environments beyond games. Game-based learning environments are, essentially, made up of a chain of problems that students need to solve, making them well suited to the study of problem solving at a granular action-by-action level. That being said, other digital learning environments, such as MOOCs or LMSs, can also be developed and instrumented so that they can capture the same granular action-by-action problem-solving data. The granularity of the data, capturing a sequence of individual actions that a student takes while solving a problem, is the key element. The method is generalizable to any environment capable of facilitating the collection of such information. Even within a game-based environment, the method can be executed on a single level, or it can be executed across multiple levels, as long as the game has been instrumented appropriately and the stakeholder has developed a sufficient abstraction scheme.

6. FTSA: An Existing SA Technique
To better demonstrate the value of our approach, we compare it to the FTSA method proposed by Sawyer and colleagues (2018) and replicate their approach with data from the Parallel game. We selected this particular technique because, like our method, it
compares sequences based on their distance to an expert trace, creating interpretable clusters. However, unlike our method, it does not facilitate a human in the loop due to the lack of interpretable sequences and adjustable model, meaning there is no opportunity for a human analyst or stakeholder to provide input to the calculations. Further, we selected this method for comparison because it has been demonstrated specifically in the context of solving a game level. Thus, it has been used to explore problem solving at a granular action-to-action level within a goal-based interactive task.

FTSA leverages lock-step Euclidean distance (Ding et al., 2008) to compare gameplay sequence data (referred to as trajectories) between the players in a pair. Specifically, Sawyer and colleagues (2018) calculated the lock-step Euclidean distance between each student trajectory and an expert trajectory. They demonstrated that students with trajectories further from the experts had lower learning gains.

We chose this particular method for comparison due to its similarity with our work; that is, it uses actions, it compares sequences based on a distance measure, it emphasizes the comparison of each sequence to an expert trace, and it has been demonstrated in the context of a game-based learning environment. However, unlike our method, it is a statistical technique with little to no human input in the process and results that are more difficult to interpret.

### 6.1 The FTSA Method

Sawyer and colleagues (2018) consider the cumulative counts of student in-game actions as the components of a multi-dimensional action vector \( \mathbf{x} \). The action vector \( \mathbf{x} \) depends on time, and the authors use a time interval of 10 seconds for cumulative counts. Thus, for every player, at \( t = 0 \) the action vector \( \mathbf{x} \) is a zero vector.

Principal component analysis (PCA) (Abdi & Williams, 2010) is used to convert the cumulative counts of actions into a single value describing student progress until a particular moment in time. The authors justify the use of PCA due to the correlations between cumulative action counts (the components of the action vector \( \mathbf{x} \)) at specific time intervals. Lowering the dimensions used in the calculations reduces noise in the distance measurements between a student and an expert trajectory.

The authors define filtration as a function, \( f \), that converts the multi-dimensional action vector \( \mathbf{x} \) to a scalar value, \( c \), using the first principal component vector, \( \mathbf{p} \). This function is shown in Equation (1) for cumulative action vector \( \mathbf{x} \) of player \( i \) at time \( t \),

\[
f(\mathbf{x}_t^i) = (\mathbf{x}_t^i)^T \mathbf{p} = c_t^i.
\]

Thus, the cumulative action vector \( \mathbf{x} \) is reduced to a scalar value \( c_t^i \) for each 10-second time interval (Figure 7), generating a univariate time series for each player. The distance \( d_{ij} \) between two players \( i \) and \( j \) is the average Euclidean distance between their filtered time series over all time steps:

\[
d_{ij} = \frac{1}{n} \sum_{t=1}^{n} \| c_t^i - c_t^j \|_2.
\]

The value \( n \) is calculated as \( \max(n_i, n_j) \), where \( n_i \) and \( n_j \) are the lengths of the two time series. Moreover, the shorter series is padded to the length of the longer series by repeating the final filtered value of that series.

In summary, the lock-step Euclidean distance is calculated in two steps. First, the gameplay data is filtered through PCA by converting a multivariate time series to a univariate time series. Second, the univariate time series generated by the PCA is leveraged to calculate the lock-step Euclidean distance.

### 6.2 FTSA Results for Parallel

In Parallel, we create a 13-dimensional vector representing the 13 actions of Parallel gameplay. Each vector dimension is calculated by the cumulative action counts of a user’s gameplay. The principal components are calculated on the final action counts of each player (not including the expert trace), and the first principal component projects the cumulative action vectors onto a single dimension. We report the summary statistics of the PCA in Table 5.

The output of the FTSA method for Parallel, generated using the same 13 players as we used for our analysis above, is seen in Table 6. The “ET” stands for the expert trace. Each value in the table is the Euclidean distance, as discussed in Equation (2).

Based on the work of Sawyer and colleagues (2018), the distance between a student’s trace and an expert trace is correlated with a student’s learning gains and may be used to identify struggling students. Thus, by referencing the distances from the expert trace, we can identify those with notably large distances, such as player 1, as students who require assistance in their learning.

To validate the accuracy of the FTSA output, we enlisted the aid of a domain expert who is not from our research group and who is experienced in parallel programming and familiar with the Parallel game. The expert watched screen recordings of each
Figure 7. “Action trajectory” of the players using the FTSA method. The scalar values (y-axis) at a 10-second time interval (x-axis) represent the filtered cumulative action vector using the first principal components.

Table 5. Summary Statistics of the Principal Component Used to Filter Cumulative Action Vector of Players in Parallel Gameplay Action  | First Principal Component  | Mean (SD)  | Expert Trace Cumulative Action Vector  
--- | --- | --- | ---  
Place signal  | −0.312  | 2.923 (1.639)  | 2  
Link signal and semaphore  | −0.281  | 3.538 (2.763)  | 2  
Place semaphore  | −0.242  | 3.308 (2.398)  | 2  
Testing  | −0.202  | 1.615 (1.273)  | 1  
Submission  | −0.187  | 1.769 (1.25)  | 1  
Toggle semaphore  | −0.087  | 3.615 (3.913)  | 0  
View help  | −0.032  | 0.077 (0.266)  | 0  
Destroy signal  | 0.005  | 0.462 (1.599)  | 0  
Destroy semaphore  | 0.047  | 0.923 (2.401)  | 0  
Stop submission  | 0.096  | 0.923 (1.269)  | 0  
Stop test  | 0.119  | 0.615 (1.146)  | 0  
Move semaphore  | 0.342  | 2.231 (3.262)  | 0  
Move signal  | 0.734  | 3.154 (3.57)  | 0  

Table 6. The Output of the FTSA Method Run with the Data from the Parallel Game*

<table>
<thead>
<tr>
<th>Player</th>
<th>P5</th>
<th>P4</th>
<th>P13</th>
<th>P12</th>
<th>P2</th>
<th>P6</th>
<th>P8</th>
<th>P7</th>
<th>P11</th>
<th>P0</th>
<th>P9</th>
<th>P3</th>
<th>P1</th>
</tr>
</thead>
<tbody>
<tr>
<td>(d_{ET})</td>
<td>0.077</td>
<td>0.127</td>
<td>0.13</td>
<td>0.138</td>
<td>0.147</td>
<td>0.156</td>
<td>0.238</td>
<td>0.292</td>
<td>0.381</td>
<td>0.439</td>
<td>0.473</td>
<td>0.731</td>
<td>1.287</td>
</tr>
</tbody>
</table>

*Each table entry corresponds to the Euclidean distance \(d_{ET}\) between player \(i\) in a column to the expert trace (ET). The players are organized based on their calculated distances, with the sequence most similar to the ET being furthest to the left.

player’s gameplay and ranked each player based on how near to or far from an expert’s action trajectory they deemed their actions to be. The resulting ranking can be seen in Table 7. The expert judged distance based on whether or not the players appeared to have an idea or plan for how to solve the level, as inferred by the actions they took and the order they took them in. They specifically identified players 13, 7, 5, 4, and 2 as taking deliberate action as if they had an idea, while players 12, 9, and 0 took action as if they were guessing and checking.

Table 7. A Comparison of How Each Method Ranked Each Sequence’s Distance from the Expert Trace and How an Expert Ranked Them Based on Gameplay Videos

<table>
<thead>
<tr>
<th>Expert ranking</th>
<th>P13</th>
<th>P7</th>
<th>P5</th>
<th>P4</th>
<th>P2</th>
<th>P6</th>
<th>P8</th>
<th>P3</th>
<th>P1</th>
<th>P11</th>
<th>P12</th>
<th>P9</th>
<th>P0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our method’s ranking</td>
<td>P13</td>
<td>P5</td>
<td>P2</td>
<td>P4</td>
<td>P7</td>
<td>P6</td>
<td>P9</td>
<td>P11</td>
<td>P1</td>
<td>P12</td>
<td>P8</td>
<td>P3</td>
<td>P0</td>
</tr>
<tr>
<td>FTSA ranking</td>
<td>P5</td>
<td>P4</td>
<td>P13</td>
<td>P12</td>
<td>P2</td>
<td>P6</td>
<td>P8</td>
<td>P7</td>
<td>P11</td>
<td>P0</td>
<td>P9</td>
<td>P3</td>
<td>P1</td>
</tr>
</tbody>
</table>
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Similar to the FTSA output, the expert identified players 5, 4, 13, and 2 as being close to expert play, although the ordering was somewhat different. However, the expert identified player 7 as being close to an expert’s actions, while FTSA did not. Similarly, FTSA identified player 12 as being close to expert play, while the expert explicitly stated that player 12 was far from expert play.

6.3 Comparison
In this section, we compare FTSA to our technique and highlight the advantages of facilitating a human in the loop. Previous work has demonstrated that FTSA can identify students with lower learning gains. However, the statistical method does the calculations without any input from the stakeholder. As a result, if there is an error in the comparison, it is difficult for the stakeholder to identify or correct it.

By contrast, our technique leverages stakeholder input to fine-tune the DTW algorithm. Thus, the stakeholder is aware of how the model understands the data and can guide or correct it toward a result that more closely matches their own understanding. In order to enable the human in the loop to take such actions, our technique leverages visualization, which makes the sequences transparent and interpretable so that the stakeholder can make informed decisions when updating the algorithm. The interpretable sequences, however, additionally allow the stakeholder to understand the details of how a given student’s sequence differed from the expert trace, which provides a stronger understanding of what the student was struggling with and permits more effective personalized learning.

By contrast, FTSA does not depict the sequences, only the calculated distances between them and the expert trace. As a result, it is impossible to know how the student sequence differs from the expert trace based on the results shown in Table 6. In other words, FTSA provides no insight into what the student is struggling with, which is necessary to design an appropriate and effective personalized learning environment.

To illustrate the value of the sequence information that FTSA does not capture, we examine the sequences of the student who is furthest from the expert trace according to the FTSA results: student 1. As seen in Figure 8, student 1’s sequence reveals several placement and movement actions, too many signals at the time of submission, an unsuccessful submission after a passed test, and several adjustments made afterwards before successfully submitting. This result implies that this student did not have a concrete understanding of the problem they were trying to solve. They did not appear to understand non-determinism (they followed a successful test with an unsuccessful submission). They adjusted multiple pieces around the board before testing again, indicating that they may not have recognized the source of their mistake. This detailed information regarding the student’s problem-solving process is critically important to addressing their needs as a learner and is absent from the FTSA results.

With the human-in-the-loop approach, this information can be used to adapt the model to ensure that its output more closely matches the stakeholder’s understanding. This is illustrated by the expert order that was done to validate the FTSA method. The six sequences ranked closest to expert actions by the expert, seen in Table 7, correspond to the six sequences in the high-performers cluster according to our method. Similarly, player 0 was identified by the expert as furthest from an expert’s actions and is singled out as an outlier by our method, but this player was not ranked furthest by the FTSA method. This indicates that our method, which enables a human in the loop to insert their knowledge into the learning model, results in a model that better aligns with how experts would understand the data. Although there are some differences in ordering between our method and the expert’s ranking, these are likely the result of the researchers who used our method prioritizing different actions than the expert who analyzed the videos. Because a human was directly involved in generating our method’s ranking, these differences could be identified and resolved through discussion and iteration.

By contrast, the FTSA approach is a statistical technique, and thus human analysts can’t control the output or embed their own expertise within the system. Thus, the disagreements between the expert’s ranking and the FTSA ranking cannot be discussed or resolved. While human-set parameters are a standard of statistical methods, our technique, specifically, leverages visualization to allow stakeholders to make informed decisions about how these parameters should be set, which FTSA does not allow.

7. Limitations
We acknowledge several limitations of our work. First, our approach looks only at actions and disregards states, which is different from other approaches, such as Bayesian networks. States, which could include such information as the layout of the
board when a particular action was taken, could provide additional context that would be valuable to understanding the students’ intentions. Thus, our approach may be limited due to the loss of context that would be provided by the state information. This limitation can be addressed by abstracting the data to include both states and actions, and such abstraction will be explored in future work.

Second, we acknowledge that our approach takes more time than a purely statistical technique. However, as demonstrated through our analysis, we argue that the human-in-the-loop approach provides greater interpretability and more actionable insight than a purely statistical technique. Further, while analysis of gameplay videos would result in the greatest amount of contextually derived insight, we argue that such an approach would take significantly longer and not easily provide a holistic view of the data, since each video would need to be analyzed individually. Thus, we position our technique as a mix of quantitative and qualitative that aims to bridge the gap between the benefits of the two.

Third, we acknowledge that, in its current form, our method requires the educator to work with someone who has algorithmic experience to make adjustments to the algorithm. However, because we present this method in a tool-agnostic manner, we argue that one could reasonably create an interface that allows a stakeholder to make the DTW adjustments through GUI elements, eliminating the need to work with a programmer. The development and evaluation of such an interface is the subject of future work, and the contribution of this work is to present the method itself in a tool-agnostic manner.

Finally, we acknowledge that the current procedures for bias mitigation rely on additional people who may not have much available time. We are considerate of the time of educators and academics and acknowledge this as a practical limitation of this method. In future work, we hope to explore options for mitigating bias without consuming more of the educator’s time than necessary.

8. Conclusion

SA, specifically sequence clustering and comparison, is a promising avenue to the process-focused study of student problem solving, informing more effective personalized learning. The problem, however, is that many SA techniques cannot be interpreted, so that it can be difficult for a stakeholder to understand the data or how to act on the results. Further, without an understanding of the data, it can be difficult for a stakeholder to infer how an algorithm or statistical method is understanding the data or why a statistical technique resulted in what it did. This, in turn, makes it difficult to critique or adjust the calculations.

In this paper, we presented a human-in-the-loop approach to SA. As demonstrated through the case study in Section 4, through visualization of sequences, our method allows a stakeholder to analyze the sequences and develop their own understanding of the data. Further, through the synchronization of the clusters and sequences in Glyph, the stakeholder can also build an understanding of how the algorithm has understood the data. These two understandings can then allow them to determine if the algorithm produces accurate clusters and correct and adjust it accordingly.

This human-in-the-loop process results in a scenario where the stakeholder better understands the resulting model because they had a direct hand in creating it and are, therefore, better able to act upon it in an informed manner. We argue that such an approach is beneficial to learning environments in general but is especially so in the context of online and hybrid learning, where it allows stakeholders to understand student learning in detail even when they are unable to observe the students directly. While we acknowledge that the time cost of our method compared to a purely statistical or automated technique may render it inappropriate in certain contexts, we believe that the benefits make a strong case for its use.

Acknowledgements

We would like to thank all members of the Parallel research and development teams for their hard work and contribution to this work. We would also like to thank Danial Hooshyar for his valuable input into our work.

Declaration of Conflicting Interest

The authors declared no potential conflicts of interest with respect to the research, authorship, and/or publication of this article.

Funding

The publication of this article received financial support from the National Science Foundation under Grant Number 1917855, and the authors would like to thank all current members of the project.

References


ISSN 1929-7750 (online). The Journal of Learning Analytics works under a Creative Commons License, Attribution - NonCommercial-NoDerivs 3.0 Unported (CC BY-NC-ND 3.0)


