NLP-Based Management of Large Multiple-Choice Test Item Repositories

Valentina Albano¹, Donatella Firmani², Luigi Laura³, Jerin George Mathew⁴, Anna Lucia Paoletti⁵, and Irene Torrente⁶

Abstract

Multiple-choice questions (MCQs) are widely used in educational assessments and professional certification exams. Managing large repositories of MCQs, however, poses several challenges due to the high volume of questions and the need to maintain their quality and relevance over time. One of these challenges is the presence of questions that duplicate concepts but are formulated differently. Such questions can indeed elude syntactic controls but provide no added value to the repository.

In this paper, we focus on this specific challenge and propose a workflow for the discovery and management of potential duplicate questions in large MCQ repositories. Overall, the workflow comprises three main steps: MCQ preprocessing, similarity computation, and finally a graph-based exploration and analysis of the obtained similarity values. For the preprocessing phase, we consider three main strategies: (i) removing the list of candidate answers from each question, (ii) augmenting each question with the correct answer, or (iii) augmenting each question with all candidate answers. Then, we use deep learning–based natural language processing (NLP) techniques, based on the Transformers architecture, to compute similarities between MCQs based on semantics. Finally, we propose a new approach to graph exploration based on graph communities to analyze the similarities and relationships between MCQs in the graph. We illustrate the approach with a case study of the Competenze Digitali program, a large-scale assessment project by the Italian government.

Notes for Practice

• Established knowledge: Multiple-choice questions (MCQs) are a commonly used format in educational assessments. However, managing large repositories of MCQs can be challenging, especially when trying to avoid duplicate questions. Existing approaches rely on simple lexical-based methods that may not capture the semantic similarity between questions.

• Contribution of the paper: This paper proposes a learning analytics tool that leverages deep learning–based natural language processing (NLP) techniques to compute the semantic similarity between MCQs. The tool allows users to visualize the similarity network of questions and set a threshold to identify possibly duplicate questions. Additionally, the paper proposes three strategies for processing MCQs before computing their similarity: stripping the list of candidate answers, enriching each question with the correct answer, and augmenting each question with all candidate answers.

• Implications for practice: The proposed tool provides educators with a powerful means to manage large repositories of MCQs and mitigate the problem of duplicate questions. This can improve the effectiveness of assessments by ensuring that each question meaningfully contributes to the evaluation of student knowledge. Additionally, the tool can be used to match questions with areas of the syllabus, aiding in curriculum mapping and assessment design. Finally, the paper’s use of deep learning–based NLP techniques offers new opportunities to advance the development of educational assessment tools.
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1. Introduction

Multiple-choice questions (MCQs) are a popular choice for knowledge assessment in several contexts, ranging from university admission to candidate evaluation for a job position, from self-assessment to game shows like *Who Wants to Be a Millionaire?* and several successful apps for mobile gaming, such as QuizDuello.

Many large-scale standardized tests use MCQs (items) that typically contain four response options, where one option is the correct response (item key) and the other three are the incorrect responses (distractors).

Academic research about MCQs focuses naturally on their effectiveness as a tool for evaluation; from a learning analytics (LA) point of view, we refer to the work of Azevedo and colleagues (2019), where the authors focused on the problem of finding appropriate forms of analysis of MCQs to obtain an assessment method that is as fair as possible for the students. We recall that a commonly accepted definition of LA is “the measurement, collection, analysis and reporting of data about learners and their contexts, for purposes of understanding and optimising learning and the environments in which it occurs” (Long et al., 2011).

Thus, in the context of LA, we also cite a research area focused on the automatic generation of MCQs, since, as observed for example in Mitkov and colleagues (2006), their manual creation is a laborious and time-consuming task. The approaches, based on natural language processing (NLP), focused on several different techniques, such as the use of WordNet, shallow parsing, corpora, ontologies, and, more recently, deep neural networks.

In this paper we propose a novel approach for a related task—the *maintenance* of a large repository of MCQs—and present a prototypical tool used in a real large-scale assessment project by the Italian government. The tool is based on NLP and graph visualization to support the administrator of the learning system in its dynamic use. Our tool can be effective for

- finding questions that are *too similar*;
- automatically checking the coherence between a question and the area of the syllabus it belongs to;
- supporting the *refactoring* of a syllabus, i.e., when the syllabus changes and thus the questions need to be rearranged properly; and
- supporting the merging of two repositories by matching the imported questions to the new syllabus they are moved to.

The results suggest that NLP-based techniques can be beneficial for identifying conceptually duplicated MCQs compared to traditional frequency-based methods, particularly when it comes to questions having the same semantics but different wording. Furthermore, our proposed workflow integrates graph exploration based on graph communities, which presents a novel avenue for comprehending the intricate similarities among MCQs. Our graph exploration step proved helpful in understanding the complex relationships between duplicate questions in our case study. Our proposed approach augments the existing theoretical framework by introducing a practical means of visualizing and analyzing the complex interconnections within large-scale MCQ repositories.

An earlier version of this paper by Albano and colleagues (2022) was presented at IV 2022. Compared to the conference version, this paper has the following features:

- It includes a new method of finding pairs of similar questions in an MCQ repository based on recent deep neural network architectures, which leverages deep learning–based NLP techniques using the Transformers architecture to find similarities based on semantics instead of merely looking at the co-occurrence of the same words in two questions. This approach is expected to find more positives but can also potentially produce false positives, which are pairs of questions that are not truly similar but are identified as such.
- It presents a new graph exploration approach based on graph communities, as opposed to connected components, to handle the possibility of false positives. This method can potentially help to reduce the number of false positives by only considering the similarity between questions within the same community. By doing so, the method can better capture the underlying structure of the MCQ repository and identify clusters of related questions.
- It introduces new application settings for identifying similar records, including options to strip candidate answer lists from each question or to enrich each question with the correct answer only. The first setting may be helpful in scenarios where the list of candidate answers may contain misleading or irrelevant information, while the latter can provide additional information for understanding the context and meaning of each question.
This paper is organized as follows. The next section provides the necessary background, while Section 3 presents our approach, which is then detailed in Section 4 using a concrete example: the Competenze Digitali program, i.e., a large-scale assessment project of the Italian government. In this section we present the results we obtained using our prototypical approach, developed in Python, using Scikit-learn, the Transformers library (Wolf et al., 2020), and the Sentence Transformers library (Reimers & Gurevych, 2019) for the NLP part and Networkx library for graph management.

2. Related Work

The use of MCQs as an assessment tool is garnering increasing interest within the modern educational landscape (Ha & Yaneva, 2018; Kumar et al., 2023). MCQs have found extensive application in various contexts, including college admissions and job placements, serving as a guiding factor in decision-making processes. Despite their unquestionable advantages in knowledge evaluation, MCQs present certain challenges, such as designing questions that align with course objectives and outcomes (Tarrant & Ware, 2012), as well as the potential for answer memorization through the repetition of MCQ stems (i.e., questions), thereby undermining the validity of the examination (Wood, 2009). As mentioned in the introduction, so far the LA field of research has focused, with respect to multiple-choice tests, mainly on their effectiveness as a tool for evaluation; in particular, as observed by Azevedo and colleagues (2019), there are two prominent theories regarding the analysis of questions in assessment tests: the classical test theory (CTT) and the item response theory (IRT). In the CTT the unit of analysis is the overall test, while in the IRT it is the single item.

Several techniques have been used in NLP, including the vector space model (Jain et al., 2019); word2vec (Goldberg & Levy, 2014) and the related word embedding (Bojanowski et al., 2017); semantic features (Salloum et al., 2020); topic modelling (Jelodar et al., 2019); and deep neural networks, used to generate embeddings (Samarinas & Zafeiriou, 2019) and to mimic several of the other approaches (see, e.g., the survey of Kanwal et al., 2021).

More related to our line of research, we mention the approaches aimed to automatically generate MCQs using some of the NLP techniques mentioned above, including ontologies (Papasalouros et al., 2008), machine learning (ML)-based approaches (Ch & Saha, 2018), and hybrid approaches that combine ontologies and ML (Kumar et al., 2023). Additionally, there is the related area of automatic answering of MCQs, which has been investigated through word occurrence–based approaches (Martinez-Gil et al., 2019) as well as more recent ML and deep learning techniques (Chaturvedi et al., 2018; Khashabi et al., 2020).

The problem of identifying duplicate entries (that are, in this case, questions) in a database is generally referred to as entity resolution (Getoor & Machanavajjhala, 2012). In traditional data management applications, the most popular approaches include supervised methods based on learning a vector representation of database records and their text attributes (Brunner & Stockinger, 2020; Ebraheem et al., 2018; Mudgal et al., 2018). In this paper, we focus instead on similarity computation and leave the final decision to a human expert, in the spirit of recent oracle-based approaches such as Firmani and colleagues (2018) and Galhotra and colleagues (2021).

3. Managing Large MCQ Repositories: The Workflow

In this section we detail our proposed approach for the management of large MCQ repositories. The key to the whole approach is the computation of the similarities between the questions; after this computation we (i.e., the experts) need to do some (simple) exploratory data analysis in order to find the threshold value $\sigma$ of the similarity, i.e., the value that “separates” similar questions from non-similar questions. Deciding the threshold value $\sigma$ is a choice that will affect all the subsequent steps: a small value of $\sigma$ will result in several pairs of similar questions, while a high value might result in few pairs of them.

In order to decide on a reasonable value of $\sigma$, we have two tools: we can plot the distribution of the similarity values in order to get an idea of the cardinality, or we can inspect, for a given pair of questions, the actual text of the questions in order to decide whether or not we believe them to be similar.

Once we select a value of $\sigma$, we can build the graph $G_{\sigma}$, i.e., the graph whose nodes are the questions, where there is an edge between two nodes $n_i$ and $n_j$ (corresponding to the questions $q_i$ and $q_j$) if and only if the similarity of $q_i$ and $q_j$ is greater than $\sigma$.

Finally, we can visually explore the graph in order to understand the potential problem between the questions. In this case, it is particularly relevant to focus on the connected components of the graph, i.e., clusters of nodes that are connected and, thus, are similar to each other. In the following section we provide some examples.

Summing up, the workflow proposed is the following:

1. **Similarity Computation**: Compute the similarity values between all pairs of questions. This step is performed in an unsupervised manner, meaning that it does not depend on a labelled set of questions with known similarity values to determine the similarity between the questions in each pair.
2. **Threshold Definition:** Based on the distribution of similarity values, define (i.e., choose) a threshold value $\sigma$.

3. **Graph Construction:** Create the graph $G_\sigma$, whose nodes correspond to the questions, where there is an edge between two nodes if and only if the similarity of the corresponding questions is greater than $\sigma$.

4. **Graph Exploration:** Use graph visual analysis to explore the relationships between the questions.

### 4. Managing Large MCQ Repositories: An Example

In this section, we present an illustrative application of the workflow described in the previous section. Our aim is to investigate and answer three specific research questions using the proposed methodology.

- **R1:** Can NLP techniques, in particular language models, be used to compute semantic similarities between MCQs?
- **R2:** What are the most effective preprocessing strategies for MCQs prior to similarity computation: removing the list of candidate answers, augmenting each question with the correct answer, or augmenting each question with all the answers?
- **R3:** Can graph exploration techniques, specifically graph communities, assist in identifying potential issues and improving the quality of the repository?

In this section we provide an example using the MCQ database of the *Competenze Digitali* program; this program aims to provide public employees (non-IT specialists) with personalized training, in e-learning mode, on basic digital skills, starting from a structured and homogeneous survey of training needs, in order to increase involvement and motivation, performance, and diffusion and quality of online services, simply and quickly, for citizens and businesses. The implementation of the program is based on the following elements:

- the syllabus that describes the minimum skills required for public employees to operate in an increasingly digital PA (“Pubblica Amministrazione,” i.e., Public Administration);
- the online platform that supports processes for detecting individual skills gaps, defining training courses and providing training; and
- the catalogue of quality training, thanks to the collaboration of large players, public and private.

The MCQ dataset of the *Competenze Digitali* program comprises 798 Italian-language questions, each presenting four candidate answers, of which only one is correct. Every question corresponds to a particular syllabus, which groups together questions related to the same topic (e.g., computer networks). In total, there are 11 distinct syllabi in the dataset, with their respective question counts listed in Table 1. We also provide a sample question in Figure 1. Please note that this question and the answers are based on a question that is similar to one found in the MCQ dataset used for this study. However, in order to maintain the privacy and confidentiality of the dataset, the original question and its corresponding answers cannot be provided. Moreover, our MCQ dataset lacks labels, meaning that we do not have access to a definitive measure of similarity (binary or real valued) for each question pair, indicating their true level of similarity.

<table>
<thead>
<tr>
<th>Syllabus</th>
<th>S1.1</th>
<th>S1.2</th>
<th>S1.3</th>
<th>S2.1</th>
<th>S2.2</th>
<th>S3.1</th>
<th>S3.2</th>
<th>S4.1</th>
<th>S4.2</th>
<th>S5.1</th>
<th>S5.2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count</td>
<td>70</td>
<td>94</td>
<td>50</td>
<td>68</td>
<td>134</td>
<td>49</td>
<td>40</td>
<td>57</td>
<td>97</td>
<td>62</td>
<td>77</td>
<td>798</td>
</tr>
</tbody>
</table>

**Question:** What is the definition of “cookies”?

- **A.** Small files that store information about online browsing on the user’s computer or device.
- **B.** Small files that track and collect user’s online behaviours for targeted advertising purposes.
- **C.** Tokens generated by web applications to authenticate user sessions and enable personalized features.
- **D.** Privacy settings that allow users to control the information shared with websites they visit.

**Figure 1.** Sample question and answers inspired by a similar question in the MCQ dataset. For clarity, the question has been translated into English.
Similarity Computation. In our case, as mentioned before, we use and compare the two representative methods below:

- the method CountVectorizer from the Scikit-learn library (Pedregosa et al., 2011); we used this library because it can be considered as de facto a standard for a large number of machine learning tasks, including basic NLP, and it provides a rich and well-designed API (Buitinck et al., 2013); and

- Multilingual Sentence Transformers models from the Sentence Transformers library (Reimers & Gurevych, 2019); these models can handle multiple languages and can encode input sentences into dense vectors that capture semantic meaning, making them particularly effective for tasks involving sentence similarity and text classification, regardless of the language used.

We now describe in more detail the Sentence Transformers models used in the experiments. We considered four multilingual models that were fine-tuned with Italian language data, thus allowing them to handle Italian-language texts with higher accuracy.

- The first one, dubbed ST-Roberta, is a variant of the XLM-RoBERTa transformer model (Conneau et al., 2019) that was initially fine-tuned on a large-scale paraphrase dataset consisting of more than 50 languages (Reimers & Gurevych, 2020) and then further fine-tuned for English and Italian. The model is available in the Huggingface repository under the name T-Systems-onsite/cross-en-it-roberta-sentence-transformer.

- The second model, dubbed ST-DistilUSE, is a multilingual knowledge-distilled version of the multilingual Universal Sentence Encoder (mUSE) (Yang et al., 2019; Reimers & Gurevych, 2020) that supports 15 languages, including Italian. The model is listed as distiluse-base-multilingual-cased-v1 in the Huggingface repository.

- The third model, named ST-MiniLM, is a multilingual variant of MiniLM (Wang et al., 2020) that has been fine-tuned on a vast collection of paraphrase data spanning over 50 languages (Reimers & Gurevych, 2020). The model can be found as paraphrase-multilingual-MiniLM-L12-v2 in the Huggingface repository.

- Finally, the fourth model, dubbed ST-MPNet, is a multilingual variant of MPNet (Song et al., 2020) that has been trained on parallel data for more than 50 languages (Reimers & Gurevych, 2020). The model is available in the Huggingface repository as paraphrase-multilingual-mpnet-base-v2.

In our experiments, we considered the four above-listed Sentence Transformers models that were fine-tuned on Italian language data, because this was the specific language of interest. However, in general, the model selection phase can have a significant impact on the quality of the results. For instance, a model trained on legal documents may perform better on legal texts, while a model trained on social media data may perform better on social media texts. Therefore, it is essential to consider the specific language and domain of the text and choose the most appropriate model accordingly.

From this initial selection of Sentence Transformers models we empirically evaluated their performance on a subset of our MCQ dataset and selected the one that achieved the best results. The subset of data used in our experiments was created by handpicking pairs of similar questions (note that these questions are not duplicates) that were related to the same syllabus. We recall that each syllabus focuses on a specific topic, such as blockchains. The goal was to evaluate how well the selected models could capture semantic similarities between questions on the same topic. We report the results in Figure 2, where we show the similarity matrix produced by each model on the select pairs of sentences.

We indicate for each question in Figure 2 its corresponding topic (e.g., ai#1 and ai#2 are two sentences related to AI). Ideally, we would expect to see a pattern of dark blue squares of size two on the diagonal of the similarity matrix, indicating that each pair of questions related to the same topic has a high similarity score and is also dissimilar from the other questions in the dataset. However, the results on the subset of data varied across different models. For instance, ST-Roberta and ST-DistilUSE gave a modest similarity score (ranging from 0.55 to 0.61) to the first pair of questions related to blockchains (i.e., bchain#1 and bchain#2) compared to ST-MiniLM and ST-MPNet, which were more prone to give higher scores to questions related to the same topic. After comparing the results across different models, we observed that ST-MPNet performed better than the others, and hence we chose it for the subsequent stages of our pipeline.

It is important to mention that, irrespective of the choice between the above similarity methods, there are different approaches for computing the similarity of the questions in the case of multiple-choice test items, based on the following observation: whether the text of the question should include the possible answers or not. We believe this choice depends on the repository (and, in some sense, on the domain); for example, our repository included several questions whose text was simply “Which of the following statement is false?,” which, without adding the four response options, are indeed completely identical.

We experimented with three approaches, dubbed question-only, all-answers, and correct-only.

1. Question-only. The text for similarity computation is only the text of the question.
In our case, we had 798 MCQs in our repository; thus the number of pairs of questions is $798 \cdot (798 - 1)/2 = 318,003$. 

2. **All-answers.** The text for similarity computation is the text of the question together with the texts of the four answers provided.

3. **Correct-only.** The text for similarity computation is the text of the question together with the text of the correct answer.

In the following, when not stated explicitly, we report the results of the second case, i.e., the all-answers approach.
In Figure 3 we can see the similarity values sorted by their value; as we expected, at the top of the table we have completely unrelated questions (similarity equal to zero) and, at the bottom, we can spot some suspicious items that are definitely too similar (similarity values in the range 0.98–0.99). Since, as we mentioned before, we have more than three hundred thousand similarity values, we need to analyze them using some plots, as we see in the following.

**Threshold definition.** In Figures 4 to 6 we show the distribution of similarity values for all the pairs of questions computed by the five similarity computation methods (CountVectorizer, ST-Roberta, ST-DistilUSE, ST-MiniLM, and ST-MPNet) and the three approaches considered (question-only, all-answers, correct-only).

In particular, Figure 4 reports the distribution for the CountVectorizer method in the all-answers approach. We can see that approximately two hundred thousand pairs have a similarity score less than 0.2. Figure 5 shows the similarity value distribution for the ST-MPNet methods in the three approaches considered (question-only, all-answers, correct-only). With respect to CountVectorizer we have generally higher similarity scores, because ST-MPNet can better capture synonyms (e.g., database management system and DBMS) and cross-language references (e.g., Open Data and Dati Aperti).

Finally, in Figure 6, we plot the results for the other selected models from the Sentence Transformers library (all-answers). The similarity distribution of these methods is analogous to ST-MPNet.

From now on we consider CountVectorizer because it is simple and ST-MPNet because it performed better compared to the other models. In Table 2 we have a more detailed picture of the numbers for these methods. In particular, for the
Table 2. Similarity Value Distribution for Different Values of $\sigma$

<table>
<thead>
<tr>
<th>Value</th>
<th># of pairs</th>
<th>percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 &lt;= \sigma &lt; 0.4$</td>
<td>309,379</td>
<td>97.29%</td>
</tr>
<tr>
<td>$0.4 &lt;= \sigma &lt; 0.5$</td>
<td>7,192</td>
<td>2.26%</td>
</tr>
<tr>
<td>$0.5 &lt;= \sigma &lt; 0.6$</td>
<td>1,084</td>
<td>0.34%</td>
</tr>
<tr>
<td>$0.6 &lt;= \sigma &lt; 0.7$</td>
<td>125</td>
<td>0.04%</td>
</tr>
<tr>
<td>$0.7 &lt;= \sigma &lt; 1.0$</td>
<td>223</td>
<td>0.07%</td>
</tr>
</tbody>
</table>

(a) CountVectorizer, all-answers

<table>
<thead>
<tr>
<th>Value</th>
<th># of pairs</th>
<th>percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 &lt;= \sigma &lt; 0.4$</td>
<td>222,310</td>
<td>69.91%</td>
</tr>
<tr>
<td>$0.4 &lt;= \sigma &lt; 0.5$</td>
<td>57,791</td>
<td>18.17%</td>
</tr>
<tr>
<td>$0.5 &lt;= \sigma &lt; 0.6$</td>
<td>25,335</td>
<td>7.97%</td>
</tr>
<tr>
<td>$0.6 &lt;= \sigma &lt; 0.7$</td>
<td>8,786</td>
<td>2.76%</td>
</tr>
<tr>
<td>$0.7 &lt;= \sigma &lt; 1.0$</td>
<td>3,781</td>
<td>1.19%</td>
</tr>
</tbody>
</table>

(b) ST-MPNet, question-only

<table>
<thead>
<tr>
<th>Value</th>
<th># of pairs</th>
<th>percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 &lt;= \sigma &lt; 0.4$</td>
<td>205,771</td>
<td>64.71%</td>
</tr>
<tr>
<td>$0.4 &lt;= \sigma &lt; 0.5$</td>
<td>64,958</td>
<td>20.43%</td>
</tr>
<tr>
<td>$0.5 &lt;= \sigma &lt; 0.6$</td>
<td>32,564</td>
<td>10.24%</td>
</tr>
<tr>
<td>$0.6 &lt;= \sigma &lt; 0.7$</td>
<td>10,874</td>
<td>3.42%</td>
</tr>
<tr>
<td>$0.7 &lt;= \sigma &lt; 1.0$</td>
<td>3,836</td>
<td>1.21%</td>
</tr>
</tbody>
</table>

(c) ST-MPNet, all-answers

<table>
<thead>
<tr>
<th>Value</th>
<th># of pairs</th>
<th>percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0 &lt;= \sigma &lt; 0.4$</td>
<td>204,254</td>
<td>64.23%</td>
</tr>
<tr>
<td>$0.4 &lt;= \sigma &lt; 0.5$</td>
<td>64,310</td>
<td>20.22%</td>
</tr>
<tr>
<td>$0.5 &lt;= \sigma &lt; 0.6$</td>
<td>33,182</td>
<td>10.43%</td>
</tr>
<tr>
<td>$0.6 &lt;= \sigma &lt; 0.7$</td>
<td>11,897</td>
<td>3.74%</td>
</tr>
<tr>
<td>$0.7 &lt;= \sigma &lt; 1.0$</td>
<td>4,360</td>
<td>1.37%</td>
</tr>
</tbody>
</table>

(d) ST-MPNet, only-correct

Figure 7. Filtered similarity value distribution (all-answers).

CountVectorizer method we can see that a large majority ($\approx 97\%$) of pairs have a similarity score less than 0.4, and almost all the pairs ($\approx 99\%$) have a similarity score less than 0.5. For ST-MPNet, the same buckets contain $\approx 70\%$ and $\approx 88\%$ of the pairs, respectively, with more than $\approx 10\%$ of pairs having similarity larger than or equal to 0.5.

For the subsequent steps, we consider as thresholds the natural value 0.5 and a slightly higher value 0.7. In Figure 7, we show the filtered similarity value distributions for the CountVectorizer and ST-MPNet methods with respect to the two threshold values.

Graph Construction with CountVectorizer. As we mentioned before, we refer to two different values of the threshold $\sigma$, obtaining two different graphs. Indeed, we should aim at one threshold value and one graph, but here we want to provide two different examples. In particular, we now consider the similarity values computed by CountVectorizer and build

- $G_5$, with all the edges whose similarities values are $> 0.5$, and
- $G_7$, with all the edges whose similarities values are $> 0.7$.

Note that, by definition, all the edges of $G_7$ are also edges of $G_5$.

Note that we do not consider all the questions as nodes of the graph, but only the ones that have at least one edge, i.e., the ones that have a similarity value (greater than the threshold) with another question. Thus, our graphs do not have 798 nodes, but $G_5$ has 569 nodes and 1430 edges, and $G_7$ has 296 nodes and 223 edges.

We can now visually explore the similarities of the questions in the repository. Let us start with $G_5$, shown in Figure 8a. As we can see, this graph is still (in this context) moderately large, with more than a thousand edges. If we focus on its structure, we find that it has 66 connected components (CC); the largest CC is shown in Figure 8b: it has 384 nodes and 1271 edges; indeed, looking at Figure 8a, we can see that the graph is made by a single large connected component and several tiny ones.

Now let us focus on $G_7$, shown in Figure 9a. In this case we have a relatively small graph, made of several tiny connected components; indeed, it has 122 CCs, and the largest one, shown in Figure 9b, is small: it has only seven nodes and nine edges.

**Graph Construction with ST-MPNet.** We now follow the same graph construction protocol but use the similarity values computed by the ST-MPNet method. The resulting $G_5$ graph has 797 nodes and 47,274 edges, while $G_7$ has 718 nodes and 3836 edges. Given the higher similarity values computed by ST-MPNet than by CountVectorizer, both $G_5$ and $G_7$ are much more connected, with one and 30 connected components, respectively. Also, the largest CCs are larger, with 797 and 614 nodes, respectively. In this scenario, the CC-based analysis may be too coarse, and further decomposition may be needed. To address this, we show in Figure 10 the result of the traditional Clauset–Newman–Moore community detection algorithm.

![Figure 8. Topology layout of $G_5$ (CountVectorizer, all-questions).](image)

![Figure 9. Topology layout of $G_7$ (CountVectorizer, all-questions).](image)
Figure 10. The largest CC in $G_7$ (ST-MPNet, all-answers) with node colours highlighting the community structure.

(Clauset et al., 2004) on the largest CC of $G_7$. In many applications, the communities resulting from the latter step are fine grained enough to be visually explored, and groups of similar questions can be identified manually. Otherwise, it is also possible to apply node-centrality methods as in Ausiello and colleagues (2013, 2012) to identify salient questions and boost visual exploration.

5. Application Tasks

Now we discuss some applications of the above-mentioned approach.

5.1 Syllabus Coherence

Using the similarity techniques described before, it is also possible, if a syllabus is available, to check the coherence of the questions to specific areas of the syllabus. In the case of the *Competenze Digitali* program, our syllabus is made of five (major) areas and 11 sub-areas; in particular, the first area has three sub-areas (denoted by S1.1, S1.2, and S1.3), while the other four areas have only two sub-areas (e.g., for the second area we have S2.1 and S2.2). The questions in the database have an unique identifier that starts with the number of the area and the number of the sub-area.

Using this, we can easily check whether a question is similar to the (text description of the) sub-area of the syllabus it belongs to. In our dataset we have 798 questions and 11 sub-areas, so we computed $798 \cdot 11 = 8778$ values of similarity. Look at Figure 11, where we can see the head and the tail of the values; the first 11 items (we can see only five of them) are the similarity score of the first question in the dataset against the first five sub-areas of the syllabus; it is easy to see that the largest score among the ones shown in the table is exactly for the sub-area of the syllabus it belongs to (i.e., Q-S1.1.1.1 belongs to S1.1), and the same happens for the last question (i.e., Q-S5.2.3.5-8 belongs to S5.2).

In our dataset, approximately half of the questions have the largest similarity score, among the 11 sub-areas of the syllabus, with the one they belong to.

This finding shows the ability of the proposed approach to evaluate the coherence between questions and the syllabus, enabling educators to ensure alignment between assessment items and specific areas of the curriculum. By examining the similarity scores and the corresponding sub-areas of the syllabus, educators can identify areas that may require additional focus or clarification (e.g., lack of questions related to a specific syllabus). Moreover, the evaluation of coherence between questions and the syllabus also helps educators identify potential redundancies in their question sets. By comparing the similarity scores across different sub-areas, educators can pinpoint instances where multiple questions assess the same or similar concepts.

In these scenarios, leveraging modern NLP-based models (such as deep learning architectures) instead of relying solely on lexical approaches can effectively allow such use cases. By considering the semantic and contextual relationships between words and phrases, NLP models can provide a more comprehensive understanding of the content and meaning of the text than our previous approach, which was limited to the co-occurrence of words in both questions and the syllabus.

5.2 Syllabus Refactoring

Our proposed approach is also useful in the syllabus refactoring process, which involves making changes to one or more parts of the syllabus. In this context, the challenge lies in identifying the questions that pertain to the modified parts of the syllabus.
In contrast to our previous work on similarity methods based on word occurrence, our new approach incorporates modern NLP models, allowing us to analyze the textual content of both the modified syllabus components and the questions in the repository to accurately measure semantic similarity and capture more nuanced relationships between the two. With the assistance of our approach, educators can easily identify the questions that are related to the specific parts of the syllabus that have undergone changes. By analyzing the semantic similarities and contextual relevance, the models can accurately pinpoint the questions that align with the modified syllabus sections.

One notable advantage of our approach in syllabus refactoring is its efficiency. Manual methods of tracking and updating questions in response to syllabus changes can be time-consuming and error prone. Our approach can help in identifying and updating the questions that align with the modified syllabus, reducing the burden on educators and ensuring a more streamlined and accurate identification of relevant questions.

5.3 Merging Repositories

The similarity-based approach could also be useful when one has to merge two different MCQ repositories that are based on the same topic but refer to different syllabi: in this case, a “natural” approach is usually a manual work in which one tries to match the areas of the syllabi, in practice there is usually an overlap in several areas, making it impossible to find a direct correspondence. In this case, it might be more practical to simply compute the similarity between the new set of questions and the areas of the syllabus they are merged into; this approach does not aim to replace human work but to simplify it by a quick preprocessing. NLP-based models can prove useful in this application scenario. Instead of relying solely on lexical similarities or manual matching (as in our previous work), NLP models can consider the underlying meaning and conceptual overlap between questions and syllabus areas. This enables a more accurate assessment of the alignment and facilitates the identification of related content, even when there is no direct correspondence between the two repositories.

6. Discussion

In this section we revisit our three research questions and envision further development, starting from current limitations of the proposed approach and how end users (e.g., educators) could use the proposed approach in a real-world scenario.

6.1 Answers to Research Questions

We now provide answers to our research questions based on our experimental observations.

R1 Can NLP techniques, in particular language models, be used to compute semantic similarities between MCQs?

Novel language models proved to be a very effective tool to compute semantic similarities between MCQs, thanks to their strong ability to understand the contextual meaning of text, including questions. In contrast, traditional methods such as
We now discuss limitations of this work and future research directions. Firstly, we acknowledge that selecting the right NLP model may not be straightforward since it depends on various factors such as the language of the dataset and its domain. For instance, the Sentence Transformers models mentioned earlier may not perform optimally for low-resource languages, specific domains like the legal domain, or datasets that have specific characteristics that differ from the Competenze Digitali MCQ dataset we used in our example. In such cases, developing custom Sentence Transformers models tailored to the specific language or domain may be necessary to effectively identify pairs of similar questions. Additionally, when multiple models are used in the preprocessing phase, the results may not be consistent or reliable. In such cases, a more sophisticated approach may be needed to combine the outputs of multiple models.

R2 What are the most effective preprocessing strategies for MCQs prior to similarity computation: removing the list of candidate answers or augmenting each question with the correct answer? When it comes to preprocessing MCQs for similarity computation, both removing the list of candidate answers and augmenting each question, either with the correct answer or all the answers, have their advantages and considerations. Removing the list of candidate answers can help focus on the core content of the question, reducing potential noise introduced by the options. On the other hand, augmenting each question with the correct answer or all the answers can enhance the semantic representation of the question, providing additional context.

R3 Can graph exploration techniques, specifically graph communities, assist in identifying potential issues and improving the quality of the repository? Graph exploration techniques, particularly those involving graph communities, can play a valuable role in identifying potential issues and enhancing the quality of a repository. By representing the repository as a graph, where questions and their similarity are nodes and edges, respectively, communities within the graph can reveal clusters of related or similar questions, aiding in tasks such as identifying redundant or overlapping content.

6.2 Comparison with Similar Works
In this section, we discuss other works that share the objective of identifying duplicate questions and draw comparison with them. The task of finding duplicate questions has been particularly investigated in the Q&A field with the aim of answering queries by finding other similar questions in Q&A forums that have already been answered. One such work is Li and colleagues (2018), which presents a deep learning–based system designed to recognize similar questions in the context of unsolved medical queries. The primary focus of this work is to assist users of medical Q&A platforms in finding answers to health-related questions by identifying duplicate queries that have already been answered. The approach involves training a long short-term memory (LSTM) (Hochreiter & Schmidhuber, 1997) neural network on pairs of questions, mapping semantically analogous queries closer together within the LSTM network’s vector space. The system then employs this trained network to embed unanswered queries into vectors, subsequently comparing these vectors with those generated by the LSTM network for previously answered questions on the Q&A platform. Kamienski and colleagues (2023) also propose an analogous concept to Li and colleagues (2018) for Q&A platforms focused on game development. The authors propose the use of a combination of large pretrained deep learning models and unsupervised techniques to identify duplicate questions. Similarly to Li and colleagues (2018), the primary goal is to help game developers find answers to their queries by identifying similar previously posted questions that have been answered. More specifically, the proposed methodology involves using outputs from various unsupervised and semi-supervised methods, including large language models such as MPNet (Song et al., 2020), as features to train a supervised model to predict the similarity score between sentence pairs.

Both Li and colleagues (2018) and Kamienski and colleagues (2023) differ from our work in that they use a supervised approach to learn a model that predicts whether a pair of questions is duplicated or not. In contrast, since we do not have access to the ground-truth labels that denote which MCQs are duplicated, we opted for an unsupervised approach by leveraging existing pretrained large language models to discover duplicate MCQs.

On the other hand, to the best of our knowledge, only a few works have investigated the task of finding duplicate questions in the LA field. In this context, we mention Mukherjee and Kumar (2019), who present a machine learning–based system for managing extensive question paper databases. This system identifies pairs of English sentences exhibiting high semantic similarity by training an XGBoost model (Chen & Guestrin, 2016) with diverse manually chosen features, including structural attributes (e.g., token count) and word embeddings. The training data consist of labelled duplicate question pairs from Quora. Although sharing similar goals, this work does not incorporate further processing of the model’s output to enable accessible navigation of the similarity model’s results. In contrast, our approach integrates a graph construction phase intended to simplify duplicate identification and reasoning over model outcomes.

Finally, we mention Mia and Latiful Hoque (2019), who introduce an efficient system for detecting and managing duplicate questions within a Bengali-language MCQ database of a problem-based e-learning (PBeL) system. In contrast to the previously mentioned works, this study does not employ deep learning techniques. Instead, the authors represent each MCQ with a vector via the TF-IDF algorithm, identifying similar MCQs using cosine similarity. We observed in our work that TF-IDF has not proved effective in finding duplicated MCQs.

6.3 Current Limitations
We now discuss limitations of this work and future research directions. Firstly, we acknowledge that selecting the right NLP model may not be straightforward since it depends on various factors such as the language of the dataset and its domain. For instance, the Sentence Transformers models mentioned earlier may not perform optimally for low-resource languages, specific domains like the legal domain, or datasets that have specific characteristics that differ from the Competenze Digitali MCQ dataset we used in our example. In such cases, developing custom Sentence Transformers models tailored to the specific language or domain may be necessary to effectively identify pairs of similar questions. Additionally, when multiple models countvectorizer fail to identify many of the similar question pairs, thus being less valuable in tasks like identifying duplicate questions and question clustering, or evaluating the overall diversity of question sets.
are suitable for the task, defining criteria to select the best-performing model becomes crucial. This may involve manually selecting questions that are known to be duplicates or very similar to assess and compare the performance of different models. Exploring the appropriate model selection process and criteria among different models is an avenue for future research.

Another current limitation of our work is the lack of integration of human annotators within the pipeline. Currently, our approach focuses on identifying pairs of sentences that are likely duplicates or highly similar, with the final decision left to the human expert. However, a more end-to-end strategy could involve integrating human feedback from the initial stages, leveraging both human judgment and the NLP approach to validate and reinforce each other. This approach would involve actively incorporating human annotators into the process, using their expertise to assess and validate the results generated by the NLP models. Investigating the integration of human feedback and collaboration within the pipeline is a promising area for future research.

6.4 Envisioned Workflow for MCQ Management

To fully leverage the proposed approach, we envision the development of a user-friendly interface that will serve as a central platform for managing MCQ repositories. Such an interface will offer various features and functionalities to support educators in their task of finding duplicate questions. One of the key capabilities of the interface will be the ability to load an MCQ dataset, allowing users to easily import their existing question banks. Once the dataset is loaded, educators can browse through the questions, gaining a comprehensive understanding of the available content. To assist users in assessing the similarity between questions, the user interface (UI) will offer a range of similarity measures, such as those introduced in Section 4. Educators can select different measures, such as lexical or semantic similarity, and customize the corresponding thresholds based on their preferences and requirements. Upon selecting the desired similarity measures and thresholds, educators can apply them to a specific set of questions that they have chosen through the UI. This enables them to evaluate the effectiveness of different methods and thresholds on a subset of questions, gaining insight into the best approach for their needs. Finally, the envisioned UI will allow them to find relationships between questions by generating and exploring the graphs of communities within the MCQ repository using our proposed approach. Educators can select different community detection algorithms and interactively explore the graph, examining the connections between questions. This interactive exploration will allow users to manually review potential duplicates and determine their validity.

It is essential to highlight that our approach places the final decision-making authority in the hands of the human user. While the system provides recommendations based on the applied models, thresholds, and community detection algorithms, educators have the ultimate discretion to choose the most suitable model, threshold, and community detection algorithm for their specific context.

In this work, our primary focus was on developing an effective pipeline for identifying duplicate questions within MCQ repositories. Although we recognize the importance of an appropriate UI for facilitating this task, we acknowledge that its design was beyond the scope of this work. Therefore, the development of a user-friendly interface for managing MCQ repositories is left as an avenue for future research.

6.5 Ethical Issues

Our study does not involve human subjects or sensitive data, neither from the participants in the Competenze Digitali program nor from the experts compiling the question database. The main ethical aspect that we considered is therefore the confidentiality of the question database itself. However, we can share the similarity scores used in our experiments and, upon request, we can also share the main codebase that implements the described workflow and the demonstrative questions that were used for the examples throughout this paper.

When implementing our workflow in authentic classrooms, the same confidentiality aspect could exist. Since our workflow is meant to be used mainly by educators, it is reasonable to assume that human users of our system would have permission to access the question databases to review the provided recommendations.

Future versions of our workflow could involve data from the experts compiling the question database to mitigate the risk of discriminating against certain user groups when performing the duplicate detection task. Identifying and mitigating potential biases toward protected categories when performing analogous data-cleaning tasks is nowadays an active area in data management, and further analysis in this direction is left as an interesting future work. We refer the interested reader to recent works in the related entity-resolution area (Efthymiou et al., 2021).

7. Conclusions

In this paper, based on our experience in a real large-scale assessment project by the Italian government, we proposed a novel approach for the maintenance of a large repository of MCQs. This paper builds upon a previous work presented at IV 2022 (Albano et al., 2022) and introduces three major additions.
Firstly, a new method for identifying pairs of similar questions in a MCQ repository has been proposed. The approach uses deep learning–based NLP techniques based on recent Transformers architectures to find similarities based on the semantics of the questions, instead of relying on the co-occurrence of words. This method is expected to identify more similar pairs but can also produce false positives.

Secondly, a new graph exploration approach based on graph communities has been proposed to handle the issue of false positives. This method can potentially reduce the number of false positives by considering the similarity only between questions within the same community. By doing so, the method can better capture the underlying structure of the MCQ repository and identify clusters of related questions.

Lastly, new application settings have been introduced for identifying similar records. These settings include options to (1) strip candidate answer lists from each question or to enrich each question either (2) with the correct answer only or (3) all the answers. The first option can be useful in scenarios where the list of candidate answers may contain misleading or irrelevant information, while the other two can provide additional context and meaning for each question.

Our prototypical tool, based on NLP and graph visualization, has been effective for different tasks, including finding questions that are too similar and checking the coherence between a question and the area of the syllabus it belongs to.

Furthermore, this tool could be employed in other tasks, such as the refactoring of a syllabus, i.e., when the syllabus changes and thus the questions need to be rearranged, and the merging of two repositories, by matching the imported questions against the new syllabus they are moved to.
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