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Abstract
Collaboration is a complex, multidimensional process; however, details of how multimodal features intersect and mediate group interactions have not been fully unpacked. Characterizing and analyzing the temporal patterns based on multimodal features is a challenging yet important work to advance our understanding of computer-supported collaborative learning (CSCL). This paper highlights the affordances, as well as the limitations, of different temporal approaches in terms of analyzing multimodal data. To tackle the remaining challenges, we present an empirical example of multimodal temporal analysis that leverages multi-level vector autoregression (mlVAR) to identify temporal patterns of the collaborative problem-solving (CPS) process in an immersive astronomy simulation. We extend previous research on joint attention with a particular focus on the added value from a multimodal, temporal account of the CPS process. We incorporate verbal discussion to contextualize joint attention, examine the sequential and contemporaneous associations between them, and identify significant differences in temporal patterns between low- and high-achieving groups. Our paper does the following: 1) creates interpretable multimodal group interaction patterns, 2) advances understanding of CPS through examination of verbal and non-verbal interactions, and 3) demonstrates the added value of a complete account of temporality including both duration and sequential order.

Notes for Practice
- Incorporating temporal and multimodal aspects into the modelling of collaboration presents conceptual and practical challenges. This paper demonstrates the value of analyzing temporal structure and interdependence among multimodal features.
- Leveraging a multimodal temporal approach, this work reveals differences in temporal dynamics of verbal and non-verbal interactions between low and high-achieving groups.
- Key findings characterize productive collaboration through sustained joint attention, individual exploration triggering discussion, and concurrent digital-conceptual engagement. These insights can inform the design of collaborative learning environments that facilitate individual reflection for knowledge discovery and guide joint coordination at critical moments for knowledge exchange.
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1. Introduction
Computer-supported collaborative learning (CSCL) environments have the potential to facilitate joint activity and support collaborative problem-solving (CPS) by creating opportunities for students to construct shared knowledge (Dillenbourg et al., 2009). Advanced technologies, such as virtual and augmented reality, open up new possibilities for collaborative learning through their unique affordances to add virtual objects to the real world and support different types of interactions and communication cues (Phon et al., 2014). Yet, these immersive environments also place emergent demands to model and...
analyze the collaboration process due to the complexity of these multimodal interactions, such as speech, gesture, and touch (Nizam et al., 2018). New research interests began to focus on multimodal learning analytics (MMLA) as a potential avenue to monitor, analyze, and model interactions in the collaborative learning process (Cukurova et al., 2020; Praharaj et al., 2021). Although research on MMLA is of significant value, it is confronted with challenges. When multiple data sources were fused to model or predict collaboration, most previous studies employed a “naïve” fusion approach (Chango et al., 2022; Worsley, 2014) — features extracted from various data sources were aggregated without a hypothesis about how they might interact. This data fusion approach could be problematic for two reasons: 1) it ignores the temporal variation of each feature and assumes temporal homogeneity (Kapur et al., 2008; Worsley, 2014), which is usually inconsistent with the evolving, dynamic nature of collaboration, and 2) it leads to difficulty in interpreting these features in terms of their relations to and effects on learning (Noroozi et al., 2019).

This lack of temporal consideration limits the application and expansion of previous empirical studies since it is unclear how various collaboration measures interreact to mediate collaboration processes. For instance, a recent study by Emerson et al. (2020) found that predictive models based on two modalities outperformed those of three modalities, suggesting a need to further unpack how multiple features contribute to modelling collaboration. As such, we argue that both the empirical literature and practical research in MMLA could benefit from an additional account of temporality. This process-oriented view could help researchers make explicit analytical decisions, such as whether to focus on duration, sequence, and change over time, as well as the integration between temporality and the targeted collaboration constructs (Chen et al., 2018). It also opens up a new possibility to re-examine the temporal structure and interdependence relationship of multimodal features to interpret the collaboration process, potentially leading to more generalized conclusions and new research questions and insights.

Thus, this paper highlights the importance of a process-oriented perspective to account for both temporality and multimodality. Greater attention should be given to understanding how features extracted from multiple data sources intersect and mediate interaction in the collaboration process. The purpose of this work is to present an empirical example that enables a temporal analysis of multimodal features extracted from different data sources. Instead of modelling the collaboration process by aggregating all its features, we aim to unpack its black box by examining the dependent temporal structure and contemporaneous correlations between different features. This approach allows us to understand how verbal and non-verbal features intertwine and ultimately lead to effective collaboration. The remaining sections are organized as follows. We first review temporal analysis in CSCL, along with its affordances and challenges. Computational approaches that support the temporal analysis of multimodal data are discussed, with a focus on data representations and assumptions regarding temporal relationships. Next, we introduce multi-level vector autoregression (mLVAR) as a time series analysis to capture the interplays between verbal and non-verbal interactions in an immersive collaborative learning environment. Lastly, we end by discussing the findings and implications for conducting temporal analysis on multimodal data.

2. Relevant Work

2.1. Temporal Analysis in CSCL

Temporal analysis has been broadly defined as approaches focusing on temporal characteristics of events or interrelations between these events (Lämsä et al., 2021). There has been increasing awareness that temporality is a key characteristic of CSCL as learning is a process unfolding over time (Knight et al., 2017; Reimann, 2009). Researchers began to explore temporal patterns in group interactions and how these patterns influence collaboration quality and/or learning performance. Despite the progress made so far, the field still faces the following challenges when employing temporal analysis: 1) incomplete conceptual understanding of temporality, 2) limited insights in unimodal data, 3) contextualization issues, and 4) difficulty determining an appropriate analytical unit.

The first issue in practice is to incorporate a comprehensive conceptual understanding of temporality into analytic approaches. The concept of temporality contains both the passage of time and the sequential order of events (Chen et al., 2018; Molenaar & Wise, 2022). The passage of time emphasizes the continuous flow while the sequential order focuses on the relative arrangement of multiple events. However, in many cases, only one aspect of temporal features is highlighted, assuming that different events and behaviours take place in the same order or have the same flow (Chen et al., 2017; Knight et al., 2017). Inferential statistics and coding-and-accounting approaches, for example, ignore the sequential order and assume temporal homogeneity, which has been proven rarely valid (Kapur et al., 2008) and thus inadequate to capture the dynamics of group interactions (Lämsä et al., 2021). Sequential analysis acknowledges the importance of event order but ignores temporal information like duration. One common data processing technique in sequential analysis is to reduce the state-sequential data (events recorded in equal intervals) to event data (Bakeman & Gottman, 1997). This data representation only preserves the sequential aspect, disregarding the explicit reference to the duration. Although order and sequence can provide insights into the learning and collaboration process, temporal features such as position, duration, frequency, and rate also contain useful
information (Molenaar & Wise, 2022). For instance, duration may indicate levels of engagement (Nystrand et al., 2003; Zhou & Kang, 2022) or degrees of affect persistence (Baker et al., 2010). In addition, temporal patterns may not have a consistent distribution probability across different phases during group interactions (Fiore et al., 2010). For example, Kang et al. (2019) identified three distinct trajectories of group action similarity, providing empirical evidence that group exhibit varied similarity trends across different problem-solving phases. Thus, the lack of a complete account of temporal dimensions associated with data may limit the explanatory power and validity of the conclusions drawn. We, therefore, argue that temporal analysis needs to fully exploit the temporal information embedded in data by taking different dimensions of temporality into account.

The second practical issue is the focus on process data from a single modality such as discussion threads, verbal discussions, or log data (Lämsä et al., 2021). The lack of studies combining data from different sources limits the ability to interpret the temporal aspects of the collaboration process in CSCL, which is complex and multidimensional (Praharaj et al., 2021). Different actions like discourse, gesture, and visual attention are intertwined and contribute to sophisticated social interactions (Schneider et al., 2021), making a single modality inadequate to depict the whole picture. Recent research has illustrated the promise of multimodal data in terms of better prediction of learning outcomes and interpretation of complex processes (Cukurova et al., 2020). However, most methods either aggregated multimodal data or created discrete clusters of behaviours (Sharma & Giannakos, 2020). As such, limited attention has been paid to analyzing temporal patterns of multimodal features and understanding how these features mediate interactions from a process-oriented perspective.

Alongside this, the third issue relates to the challenge of taking context into consideration. Contextual information can enrich the process data by enhancing the data storytelling and sequence interpretation (Martinez-Maldonado et al., 2019). This contextual knowledge can come from the same modality or different modalities. For example, when analyzing groups’ verbal codes to understand how they co-construct knowledge, we can complement the discourse data with information from the same modality such as turn-taking or combine it with eye-gaze as a different modality. While most studies rely on manual and qualitative examination to make sense of the temporal patterns (Zhou et al., 2022), more sophisticated analytical approaches can contextualize these patterns for better interpretation.

The fourth issue pertains to determining the appropriate analytic unit to aggregate data. This unit or granularity defines the grain size of events that researchers code to create a meaningful unit for further analysis. Decision on the analytic unit has a profound impact on the patterns detected (Helske & Helske, 2021; Molenaar & Wise, 2022). Some data has clear and reliable boundaries to segment, such as discussion posts and learning sessions. In many other cases, however, researchers must make decisions on analytic units to aggregate or segment data without theoretical support. Furthermore, the appropriate granularity of time (size of time units) varies across modalities. For example, log data can be much finer grained than discourse data. Not only do researchers need to synchronize different modalities, but they also need to carefully decide the analytic unit that works for all modalities being analyzed.

In summary, approaches taking both temporality and multimodality into account become particularly important for CSCL research. It is, however, challenging as the level of data complexity increases with new advances in multimodal technologies. In the following section, we give a brief review of current multimodal temporal analysis approaches. In particular, we discuss their affordances and limitations to addressing the issues discussed above.

### 2.2. Multimodal Temporal Analysis

Characterizing and analyzing the temporal patterns based on multimodal features is challenging yet important work in advancing the CSCL field. Several approaches have been proposed to examine multimodal data with the goal of understanding the temporal dynamics of the collaboration process. Figure 1 visualizes some examples of multimodal data representation as well as the temporal relationship being analyzed in existing approaches.

![Diagram](image_url)  
(a) An example of unimodal temporal analysis.

![Diagram](image_url)  
(b) An example of temporal analysis with non-overlapped and overlapped multimodal features.
Figure 1. Visualizations of multimodal feature representation and temporal relationships in different temporal analyses.  
*Note: The value of \( t \) indexes the analytic time unit.*

Figure 1(a) represents the sequential analysis investigating the transitions of each modality independently. An alternative approach is to integrate multimodal features into one sequence, assuming that different features do not overlap as shown in the non-overlapped instance of Figure 1(b). This allows researchers to employ sequential analysis approaches to examine the transitions between these features or identify meaningful recurrent patterns within the sequence. For instance, Chang et al. (2017) collected discourse from chatrooms and activity logs from the web-based simulation to analyze the CPS process. These multimodal features were aligned chronologically and examined with lag sequential analysis to identify problem-solving patterns in successful and unsuccessful groups. This study presupposes that chatroom discourse and activity logs are non-overlapping events, which is applicable in web-based simulations where students are restricted to communicating through a chatroom. However, this assumption is rarely applicable in CSCL environments, especially in collocated contexts where students communicate and interact through multiple channels such as speech, eye contact, gesture, and physical actions (Martinez-Maldonado et al., 2019). As such, this approach is limited in its applications due to the strict assumption of the chronological alignment of multimodal features.

Another approach is encoding the unimodal sequence with contextual information collected from other sources (see the overlapped instance in Figure 1(b) where each feature incorporates information from different modalities within the same analytic time unit). This method of feature encoding was used to investigate relationships between discussions and physical actions and to identify temporal patterns in more and less collaborative groups with differential sequence mining (Martinez-Maldonado et al., 2013; Martinez et al., 2011). Although this approach demonstrated great potential to contextualize the unimodal sequence at a fine-grained level, it brings a practical challenge to statistical analysis. Incorporating additional information multiplies the number of possible sequences, leading to a substantial number of possible sequences and an increase in sequence variability. In addition, this approach can introduce rare events where certain encoded events only have a few instances. This results in the instability of summary statistics and decreased confidence in the conclusions drawn from statistics (Bakeman & Gottman, 1997). In other words, this encoded data representation may weaken the power to detect statistically significant differences and bias the frequency estimates, leading to a higher false discovery rate. Indeed, this issue was reflected in the choice of a larger p-value (i.e., \( p = 0.1 \)) in the differential sequence mining in their follow-up study (Martinez-Maldonado et al., 2013). As a result, this representation requires a much larger dataset to make statistical inferences, which is not always available.

Instead of focusing on sequential order, Shaffer et al. (2009) introduced Epistemic Network Analysis (ENA) to quantify the co-occurrence between features and visualize their relationships in network models. This method was originally generated to analyze connections between cognitive and epistemic elements extracted from discourse data, it also holds the potential to apply to multimodal features with appropriate data representation. Figure 1(c) illustrates how ENA could analyze temporal co-occurrence between different modalities within the same and neighbouring analytic units, indicated by the dotted box. Recent works have combined ENA with temporal information to construct a trajectory (Brohinsky et al., 2021) or sequential analysis (Tan et al., 2022), allowing a more systemic account and accurate interpretation of temporal relations. This approach, however, falls short in identifying the lagging effects (Shaffer et al., 2009). Further, this approach counts the occurrences of adjacent events segment by segment (Csanadi et al., 2018). Decisions concerning the size of unit of analysis to segment data and model their relations within recent temporal context impact the results. For example, when analyzing data with reliable and natural boundaries like discourse or text data, researchers can use utterance as a meaningful analytic unit. However, the decision needs careful consideration and clear justification for other types of data.

2.3. Contribution and Research Objectives

These above-mentioned studies advanced the theoretical and methodological aspects of temporal analysis, particularly in CSCL environments. However, integrating multimodality into temporal analysis remains insufficiently explored. In response to this gap, we introduce a novel approach that serves as a methodological innovation in the field, focusing on the identification and analysis of temporal patterns within and across modalities. We utilize multilevel vector autoregression (mIVAR) to
contextualize a latent collaboration construct — joint attention — extracted from logs, alongside verbal interactions derived from video and audio sources. Figure 2 provides a visual representation of this multimodal temporal analysis, facilitating the examination of dependent temporal relations between multimodal data. This approach allows us to estimate both temporal and contemporaneous correlations between multimodal features nested in groups. A previous study has applied this approach to analyze qualitative codes of verbal communications during a CPS task and reported the temporal networks (i.e., sequential relations between different time points) without reporting contemporaneous networks (i.e., concurrent relations within the same time point; Zhou et al., 2022). We, therefore, extend this method to analyze features extracted from multiple data sources and report both temporal and contemporaneous networks to provide a more comprehensive description of the collaborative learning processes.

Figure 2. Visualization of multimodal feature representation and temporal relationships in mIVAR.

We argue that this methodological advancement enriches the existing literature on temporal analysis three-fold. First, it shows the potential of enhancing unimodal data representation by integrating contextual information, enabling a more nuanced model to capture student behaviours. Second, it supports both contemporaneous and temporal (lagging) analysis, providing a more holistic picture to describe temporal relationships within and between features. Third, it broadens the scope of temporal analysis, which has traditionally investigated CSCL through the lens of sequential order (Sarmiento & Stahl, 2008; Zheng et al., 2019). This work introduces an approach that probes temporality both in terms of sequence and duration. We demonstrate the potential of mIVAR to explore behaviour patterns, with a focus on identifying feature co-occurrence and transitions that differentiate low- and high-achieving groups. This paper, therefore, primarily aims to do two things: 1) showcase the capabilities of mIVAR in multimodal temporal analysis and 2) underscore the importance of considering both dimensions of temporality.

3. Methods

3.1. CEASAR

Our learning platform is an immersive astronomy simulation designed to empower students to observe and explore the night sky across space and time by modifying locations on Earth and time within the system. This simulation provides access to a star and constellation database from three different perspectives: Horizon, Star, and Earth. Figure 3 illustrates screen captures of tablet and AR headset users, where Horizon view (left) provides a first-person view of the sky, Star view (middle) removes the horizontal limitation and gives full access to the celestial sphere, and Earth view (right) places the student in orbit. To facilitate small group collaboration, this platform allows group members to share their perspectives, annotations, and highlighted stars or constellations across multiple devices (tablet and Microsoft HoloLens2 AR headset) in real time.

3.2. Participants and Tasks

The participants included 77 undergraduates enrolled in an introductory astronomy course at a mid-western university in the United States. To familiarize students with the platform, two introductory sessions were conducted to introduce the simulation and its functions in both tablets and AR headsets. The following week, students were required to collaboratively complete a task called “Lost at Sea” during a 50-minute lab session. Each group of three to four students (a total of 25 groups) had one AR headset and two touch-based tablets. The task required groups to leverage their knowledge to determine the longitude and latitude of an unknown location randomly assigned to each group within the simulation. Three subtasks were designed to help solve the assignment step-by-step: 1) determining the hemisphere, 2) identifying navigational stars or constellations, and 3) calculating the longitude and latitude. Aside from the group task, students were required to complete individual pre- and post-paper-based assessments before and after the task session. Each assessment took about five minutes.
3.3. Group Exclusion and Classification
In the qualitative coding process, nine groups were removed due to data unavailability and insufficient group members, resulting in 16 groups being further analyzed. This study used pre- and post-assessments to quantitively measure learning gains. These assessments contained open-ended questions to evaluate the change in student knowledge of latitude and longitude calculation. Student responses were scored on a scale of 0 to 2, reflecting their understanding of astronomy concepts and phenomena. A score of 0 was assigned if the response did not contain any key astronomy concepts, a score of 1 for responses that included only fundamental concepts, and a score of 2 for answers that contained all desired astronomy concepts. We then computed individual normalized gains (i.e., post – pre / post-max – pre) to obtain average normalized learning gains for each group. Upon examining the distribution of group learning gains, we identified a gap between 0.1667 and 0.3125, which potentially indicates a divergence in knowledge gain. We thus classified 16 groups into low-achieving \((n = 7)\) with a range \([-0.2222, 0.1667]\) and high-achieving groups \((n = 9)\) with a range \([0.3125, 0.6875]\). This classification ensured a relatively balanced distribution of groups and a sufficient gap in knowledge gains between the two performance categories.

3.4. Data Source and Features
This study collected video recordings, screen capture, and log data from the simulation platforms for tablet and AR headsets. Interaction logs were the primary data source used to identify joint attention within simulation across devices. Logs were recorded as rows of events, where event = \{Username, Groupname, Device, Activity, Event, UTC time, Heading vector, Simulation time, Crashsite, Location, Scene, Selected object, Selected star\}. A new event was generated each time students moved their devices to change the direction of view, selected a star or constellation, chose a different scene, or manipulated the simulation time within the platform. We included video recordings as the secondary data source to analyze verbal interactions and screen capture to synchronize different data sources.

3.4.1. Joint Attention
Joint attention (JA) was operationalized as the moment when students shared a common focus on the simulated objects across different digital devices. Since our simulation platform allows students to explore areas in the same scene and switch between different scenes (Earth, Star, and Horizon), JA under different scenarios may not indicate the same level of collaboration and shared attention. For example, students could switch to the Earth scene together (see Figure 3-right) while they may not necessarily look at the same area of the Earth. Another scenario is screen overlapping, which requires students to adjust their screens to observe the same constellation in Horizon (see Figure 3-left). This level of visual synchronization requires extra effort to move headsets or screens to locate the targeted object. More importantly, students may have made “attention contact” with each other (Siposova & Carpenter, 2019), where students intentionally communicate to align screens and have awareness of each other’s focus. Screen overlapping thus reflects a conscious decision to achieve joint attention.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>JA state I</td>
<td>no student triggers any event within the 20 seconds</td>
</tr>
<tr>
<td>JA state II</td>
<td>students explore in different scenes OR only one student is active</td>
</tr>
<tr>
<td>JA state III</td>
<td>both students stay in the Earth or Star scene</td>
</tr>
<tr>
<td>JA state IV</td>
<td>both students stay in the Horizon scene but without screen overlaps</td>
</tr>
<tr>
<td>JA state V</td>
<td>both students stay in the Horizon scene and have screen overlaps</td>
</tr>
<tr>
<td>Verbal Interaction</td>
<td>group has conceptual discussions or task-relevant discussions</td>
</tr>
</tbody>
</table>

*Note: The 20-second inactivity gap is inspired by Martinez et al. (2011) and informed by in-class observations.*
To capture these various degrees of joint attention, we developed a framework shown in Table 1. These JA states were extracted from logs; that is, based on scene and field-of-view information, we computed percentages of screen overlap between two devices (Diederich et al., 2021; Zhou & Kang, 2022). Unlike existing studies that dichotomized JA into a binary variable (e.g., whether or not groups have JA moments), our operationalization highlights five levels of JA varying in degree of visual synchronization. As described in Table 1, higher levels, such as JA states IV or V, require more effort and communication to achieve, thus indicating an advanced level of attention coordination to build a shared problem space and facilitate group sense-making. The initial coding generated a sequence of JA states for each dyad within each group, resulting in three device pairs (i.e., tablet1–tablet2, tablet1–AR, and tablet2–AR). We noticed a tendency for groups to use only two devices most of the time, suggesting that examining all dyad sequences may lead to inaccurate conclusions due to inconsistent device usage. Therefore, one dyad sequence was selected to represent the group holistically based on the level of involvement.

3.4.2. Verbal Interaction
To examine the interplay between JA states and verbal interactions, we transformed qualitative codes into a second-level binary variable (i.e., indicating the presence or absence of conceptual discussions). These codes were derived from a turn-by-turn coding process using a scheme developed by our team (Planey et al., 2023), inspired by Mercier et al. (2017). We focused on task-relevant discussions between group members. After co-coding one group’s data, two researchers coded 20% of the remaining data and achieved an agreement rate of at least 80% across all categories.

3.5. Multimodal Data Representation
We simplified the multimodal matrix developed by Echeverria et al. (2019) to organize our features shown in Figure 4. Each second-level feature could be seen as a multimodal observation associated with one specific dimension of collaboration (e.g., attentional, verbal). We aggregated these observations by segment, the smallest analytic time unit. Each segment represents a fixed unit of 30 seconds, starting from the moment when groups began to work on the first task. We tested different unit sizes to find an appropriate segment size to balance the different granularities of JA state and verbal discussion. Table 2 shows the average duration of each JA state and the round of discussion (the ending point of each discussion was defined as no discussion for 10 seconds). A large analytic unit could capture the co-occurrence of different features but may not be sufficiently sensitive to JA state transition. Conversely, a small analytic unit may capture more transitions but has the issue of dominating self-transition that may suppress non-self-transitions (Karumbaiah et al., 2018). To accommodate these two modalities, we set the range of analytic units between 20 and 40 seconds to capture transitions of JA states while avoiding dominating self-transitions of discussion. The 30-second interval was eventually selected since it yielded smaller residuals and was the best fit for the model. As a robust check, we examined 20 and 40 seconds and found the resulting patterns were comparable.

<table>
<thead>
<tr>
<th>Table 2. Average Duration of JA and Verbal Features (in Seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Low</td>
</tr>
<tr>
<td>High</td>
</tr>
</tbody>
</table>

The duration of each feature was transferred into a binary variable (i.e., 0 or 1), indicating the presence of this dimension of collaboration (e.g., JA, verbal interaction) in the segment. We chose the threshold of 10 seconds (half of the smallest average duration of all features) to decide whether this feature occurred during the analytic time unit. If the duration of a feature was less than 10 seconds, it was labelled as zero (0). This value was chosen to account for the extreme case where one feature spanned two units with equal proportion; otherwise, this feature would only be recorded in the unit with a larger proportion. This allowed for different features to be observed in the same analytic unit. For example, both JA I and JA II states were documented in the second analytic unit as shown in Figure 4. We dichotomized all features rather than using the duration value as our research focuses more on the co-occurrence and temporal relations between features (e.g., whether higher level JA state co-occurs with conceptual discussion or whether conceptual discussion leads to specific JA states). The duration or persistence could be inferred indirectly by self-transition likelihood: a feature with stronger self-transition indicates longer persistence. In this way, we could obtain information about persistence without adding complexity to the interpretation of temporal associations. For instance, a stronger temporal relation could only be interpreted as a higher likelihood of occurrence rather than a feature with a longer duration.
3.6. Analysis Method

We utilized multilevel vector autoregression (mVAR), which is a combination of vector autoregression (VAR) and multilevel modelling (Bringmann et al., 2013). The autoregressive (AR) model predicts each variable at time point \( t \) with the same variable from previous time points \( t - h \) (i.e., \( h \) is called time lag). VAR is a multivariate extension of the AR model, which means it models the time dynamics by predicting one variable at time point \( t \) with all variables from time points \( t - h \). By combing VAR and multilevel modelling, we can further estimate temporal associations between multiple variables under a multilevel framework (e.g., when measurements are nested within each subject, students are nested within groups) described by the following equation where \( i \) represents the group index:

\[
J\text{A state } l_1^i = \beta_0^i + \beta_1 J\text{A state } l_{t-1}^i + \beta_2 J\text{A state } II_{t-1}^i + \beta_3 J\text{A state } III_{t-1}^i + \ldots + \beta_6 \text{Discussion}_{t-1}^i + \epsilon_{t-1}^i
\]

We used the mVAR package (Epskamp et al., 2021) in R to build multiple regression models for each variable (i.e., each type of multimodal observations) and estimate the parameters; for example,

\[
J\text{A state } l_1^i = \beta_{01}^i + \beta_{11}^i J\text{A state } l_{t-1}^i + \beta_{21}^i J\text{A state } II_{t-1}^i + \beta_{31}^i J\text{A state } III_{t-1}^i + \ldots + \beta_{61}^i \text{Discussion}_{t-1}^i + \epsilon_{t-1:1}^i
\]

\[
J\text{A state } II_1^i = \beta_{02}^i + \beta_{12}^i J\text{A state } l_{t-1}^i + \beta_{22}^i J\text{A state } II_{t-1}^i + \beta_{32}^i J\text{A state } III_{t-1}^i + \ldots + \beta_{62}^i \text{Discussion}_{t-1}^i + \epsilon_{t-1:2}^i
\]

\[
\vdots
\]

\[
\text{Discussion}_{t-1}^i = \beta_{06}^i + \beta_{16}^i J\text{A state } l_{t-1}^i + \beta_{26}^i J\text{A state } II_{t-1}^i + \beta_{36}^i J\text{A state } III_{t-1}^i + \ldots + \beta_{66}^i \text{Discussion}_{t-1}^i + \epsilon_{t-1:3}^i
\]

Following a two-step estimation, this modelling approach estimates the temporal, contemporaneous, and between-subject networks. In the first step, mVAR models the temporal associations shown in the equations above for each subject, which refers to each group in our case. Each variable (i.e., JA state or discussion) is predicted by all variables, including itself at a previous time point \( t - h \). Since predictors also include the previous value of this variable itself (e.g., use JA state \( l_{t-1}^i \) to predict JA state \( l_1^i \)), we can also observe self-transition in the network. Aside from temporal correlations, mVAR estimates between-subjects associations based on the random intercept \( \beta_0 \). In the second step, residuals from the previous model were used to build a sequential univariate multilevel regression model. As such, this model predicts residuals of one variable by residuals of all other variables within the same time frame, resulting in the estimation of partial contemporaneous correlations (Epskamp et al., 2018).

Two assumptions need to hold to utilize mVAR: 1) equally spaced time points, which means fixed analytic time unit to aggregate data, and 2) stationarity, which means the mean and variance do not change as a function of time. We first checked the stationarity assumption using Augmented Dickey–Fuller (Mushtaq, 2011) and the Kwiatkowski-Phillips-Schmidt-Shin test (Syczewska, 2010). Both tests indicated no trend in the data (\( p < 0.01 \)). This means a constant autocorrelation structure where the strength of temporal dependence remains the same across various time points. In addition, the assumption of equally spaced time points was satisfied since we used a fixed analytic time unit to aggregate data. Then we applied the mVAR to model temporal and contemporaneous associations for low- and high-achieving groups, respectively. In this current paper, we only reported the results from temporal and contemporaneous networks and ignored between-subjects networks, as how each group differs is not our focus, and we do not have sufficient subjects (i.e., the number of groups in our case) to test the between-subject effects as well.
4. Results

4.1. Temporal Network
The inferred temporal networks are presented in Figure 5. Each node represents one of the features. Weighted arrows represent temporal relations between the features. This relationship can be negative, as suggested by the red arrow in visualization, or positive, as suggested by the green arrow. In addition, the estimated parameters of lagged predictors are translated into the thickness of the arrows: a thicker arrow between two nodes represents a stronger relation between the predictor at time point $t - 1$ and the predicted variable at time point $t$.

![Temporal Networks of low-achieving (left) and high-achieving (right) groups.](image)

*Figure 5. Temporal Networks of low-achieving (left) and high-achieving (right) groups. Note: This network only visualizes arrows that surpass the threshold of significance (i.e., $p < 0.05$).*

As shown in Figure 5, the comparison of temporal networks between low- and high-achieving groups yields several interesting findings. First, it is expected that both high- and low-achieving groups exhibit positive self-transitions. This is due to the deliberate selection of the analytic unit size smaller than the average length of each feature, as discussed in section 3.5, to capture both self- and non-self-transitions. As a result, we can infer persistence based on the strength of the self-transition arrow. Although both groups have positive self-transitions of the highest level of joint attention (i.e., JA V), high-achieving groups show a much stronger transition from the previous JA V to the current one ($\beta_{\text{high}} = 0.558, p < 0.05; \beta_{\text{low}} = 0.310, p < 0.05$). This suggests that each time high-achieving groups achieve screen overlapping (JA V), they stay in this state longer than low-achieving groups. Such sustained engagement in joint attention may facilitate a shared understanding of the problem space. This provides necessary time for in-depth and more thorough discussion, potentially leading to successful knowledge co-construction. This calls for future studies of examining the associations between such behaviours and groups’ knowledge co-construction. This finding pinpoints the necessity of taking different temporal dimensions (i.e., duration) into account. Aggregating data in total or treating them as event sequences without the consideration of duration will fail to capture such information.

Another finding relevant to JA V is how this feature predicts the subsequent features. For high-achieving groups, JA V is a significant negative predictor of JA I and JA II (fixed effect $\beta$ are $-0.211$, $-0.242$ respectively with $p < 0.05$). This result suggests that after leaving the state of screen overlapping in Horizon, high-achieving groups are less likely to enter the two other JA states, which may indicate a group’s low-level engagement and attention coordination with their devices. We did not find any positive temporal relations starting from JA V to other states. One potential reason is the strong autoregressive effect of JA V (i.e., self-transition), which may overshadow the influence of other predictors. This suggests a potential future avenue for using a larger analytic unit size or temporal lags, which eliminates self-transition cases and thus explores what distinct JA or verbal features follow JA V.

Lastly, we found an interesting difference between JA states and conceptual discussion. For low-achieving groups, none of the JA states was identified as a significant predictor of discussion; that is, no significant association between joint attention on the device and conceptual discussion. This means that these groups rarely initiated conversations around collaborative explorations on their devices. In contrast, two JA states were found to predict conceptual discussion for high-achieving groups.
in the following time frame: JA states II and IV. Both states represent individual explorations without screen overlapping. These two transitions (JA state II → Discussion; JA state IV → Discussion) indicate that individual explorations in the simulation actually led to conceptual discussions, which results in successful CPS for high-achieving groups. Individual explorations in high-performing groups seem to contribute to knowledge co-construction through initiating and inviting productive discussions, which was not observed in low-achieving groups. This key difference aligns with empirical studies on individual contributions within the group (Chiu, 2000) and further confirms the importance of sustaining group engagement in socially shared processes and collaborative attempts at joint meaning-making (Volet et al., 2017).

4.2. Contemporaneous Network
mlVAR also provides information about co-occurrence relations within the same analytic time unit: contemporaneous relations. Figure 6 shows the estimated contemporaneous networks for two learning performance groups. This network represents correlations between nodes within the same time frame, partialling out the temporal effects discussed above. All the correlations between JA states are negative, suggested by the red colour in Figure 6. It was not surprising since they belong to the same collaboration dimension, making them less likely to co-occur in the same time window. Thus, focusing on the association between JA states and discussion is more meaningful. Comparing these two networks, the main difference is that only high-achieving groups show a significant negative correlation between discussion and JA state I. This negative association indicates a lower probability of co-occurrence between JA state I and discussion. Since JA state I was identified when none of the group members stayed active on their devices, this association means when high-achieving groups had conceptual discussions, they were less likely to be inactive on their devices and tended to engage with the simulation platform. This finding further indicates that high-achieving groups engage in both physical and virtual spaces through verbal communication and digital interactions.

![Figure 6. Contemporaneous networks of low-achieving (left) and high-achieving (right) groups. Note: This network only visualizes arrows that surpass the threshold of significance (i.e., p < 0.05).](image)

5. Discussion
Temporal analysis of process data is gaining prominence in the field of CSCL. However, most existing research has examined temporal patterns from a single modality. This narrow scope limits pattern interpretation and lacks contextual information. While some studies began to combine multimodal data to enrich current understanding, they typically take an effect-oriented approach (Janssen et al., 2010), focusing on predicting outcomes rather than illustrating intermodal dynamics (Sharma & Giannakos, 2020). Such methods often fail to show how different modalities interact and contribute to group interactions from a process-oriented perspective (Dillenbourg et al., 1996). To tackle these challenges, we present an empirical example of multimodal temporal analysis that applied mlVAR analysis to model and visualize collaborative interactions. Specifically, our introduced method did the following: 1) combined multimodal features extracted from the log and video data, 2) contextualized the joint attention with verbal interactions, 3) conceptualized temporality in terms of both time passage and sequential order, 4) analyzed temporal and contemporaneous relationships between features, and 5) conducted a multilevel analysis to account for within-group interdependencies.
We argue that this approach, combining temporal and multimodal analysis, has important implications for collaboration analytics. First, it provides empirical support for the benefits of incorporating multiple modalities when interpreting unimodal process data (Cukurova et al., 2020). Building upon previous findings (Zhou & Kang, 2022) on joint attention, this paper contextualizes it with the information regarding whether groups engaged in conceptual discussions, providing complementary insights into how groups interact beyond the digital sphere. Our results observed that high-achieving groups were more likely to initiate discussions after individual exploration (i.e., JA state II → Discussion; JA state IV → Discussion), signifying a critical moment where individual discovery is transferred to collective knowledge. This echoes the notion of timely joint attention (Barron, 2003). Although attentional engagement is a prerequisite for successful collaboration, joint attention does not need to be always maintained. Instead, it should be regained at solution-critical times (Teasley & Roschelle, 1993), those key moments when collective focus is required on problem resolution and shared attention has a particularly important impact. This observation implies that individual explorations could benefit the entire group by seeking and providing information to facilitate the exchange of ideas when groups re-establish shared attention. This supports that idea divergence can contribute to collective convergence (Kapur et al., 2008). The incorporation of a new modality identifies a key moment in CPS, explaining when and how joint attention facilitates productive collaboration. This insight also carries implications for scaffolding in open-ended problem-solving scenarios: it may be more effective to provide support during solution-critical moments, particularly during transitions from individual exploration to collective discussion.

Second, this work exemplifies the value of adopting a process-oriented perspective to unpack collaboration. By examining sequential and contemporaneous associations between multimodal features, our findings indicate that high-achieving groups demonstrate more temporal patterns, such as sustained high-level joint attention and co-occurrence between engagement with the simulation and conceptual discussion. This difference can be attributed to the ability to coordinate and maintain shared attention and initiate discussions in a productive way that fosters the group’s collaborative problem-solving process. This connection implies an important role of screen overlapping in knowledge co-construction; students actively coordinate digital screens to create a shared problem space, grounding discussions and building upon each other’s findings (Stahl, 2006). This work highlights the importance of temporal accounts, as aggregating all modalities and ignoring their interconnections would not reveal this insight. Future studies could apply this approach to investigate how different modalities like gestures, physical actions, discourse, and eye-gaze are intertwined to orchestrate collaboration processes and determine when support is necessary.

Third, this work underscores the importance of conceptualizing temporality both as the passage of time and sequential order in time (Molenaar & Wise, 2022) and investigating different temporal features in practice. While approaches like sequential analysis provide valuable insights into the chronological order of learning activities and patterns of student behaviours, they tend to only emphasize sequential aspects of events without an explicit reference to the duration of events (Lämsä et al., 2021). This study leverages the multimodal matrix to record both dimensions of temporality (i.e., duration and order). By coding the occurrence of each feature in each analytic time unit, we can infer the duration through self-transitions and detect sequential arrangement by investigating their transition patterns. This inferential statistic not only reveals descriptive information (such as the relatively short or long duration of event passage) but also allows for statistical comparison within features (whether this feature has stronger self-transitions or non-self-transitions) and between groups (whether low- and high-achieving groups exhibit statistically different self-transition patterns that indicate the distinguishing power of duration). Our results illustrate that low- and high-achieving groups differ in both dimensions: 1) duration, as high-achieving groups show a more persistent JA state V, and 2) order, as suggested by distinct transition patterns between learning performance groups discussed above. This finding also provides empirical evidence for the hypothesis in our preliminary study (Zhou & Kang, 2022) that a longer JA state may indicate a higher level of engagement and collaboration. Overall, our results show that both dimensions can yield meaningful insights and support distinct claims regarding the temporal characteristic of the constructs.

Last, this work provides researchers with a reusable workflow for multimodal data preparation and representation. This data representation can incorporate additional modalities like gestures or gaze by converting raw data into sequential categorical data within fixed analytic units. The resulting mlVAR networks enable statistical comparisons to identify temporal and contemporaneous differences across experimental conditions or groups. This work also highlights best practices for interpreting mlVAR outputs, including examining self-transitions (duration), cross-feature transitions (sequence), and contemporaneous connections within the same analytical window.

In summary, mlVAR shows promise for a comprehensive assessment of temporal dynamics and contemporaneous interactions between multiple data sources. By detailing the end-to-end workflow and demonstrating analytical value, this paper seeks to help fellow researchers apply this technique to enrich unimodal data and uncover the temporal interplay of multimodal constructs.
5.1. Limitations and Future Research
This study has several limitations that should be addressed in future studies. One limitation is the small sample size containing only 16 groups. In addition, we made some parameter decisions that may impact the results, including the selection of the analytic time unit and coding thresholds. Third, we chose a small analytic unit to investigate the persistence of self-transitions, resulting in weaker power to detect sequential associations between different features (Karumbaiah et al., 2018). As such, many parameter decisions were shaped by our specific research contexts with a limited theoretical basis. Readers should be aware that altering these parameters could significantly influence the patterns identified when applying this approach. There is a need for future research to provide stronger theoretical and empirical guidance on selecting appropriate parameter values. We plan to conduct sensitivity analyses on future work to systematically evaluate the robustness of findings across different parameter settings. Overall, these limitations highlight the preliminary nature of this work, requiring further validation on an expanded dataset.

6. Conclusion
Collaboration is a complex multidimensional process. There is increasing attention toward measuring and modelling collaboration with fine-grained process data from multimodal sensors. However, how these data intersect and mediate the group interaction remains underexplored. This paper proposes a multimodal temporal approach to unpack the intertwined relationship between different modalities during CPS in an immersive learning environment. Specifically, we utilized mlVAR to analyze the temporal and contemporaneous associations between a latent feature (joint attention) and an observable feature (verbal discussion). Distinct behaviour patterns identified in high-achieving groups suggest that they tend to initiate discussion after individual explorations within the simulation. This indicates a key moment in CPS to transfer individual discovery to collective understanding through discussion. Furthermore, our result illustrates the necessity of a more complete account of temporality (both the passage of time and sequential order) as low- and high-achieving groups show significant differences in both dimensions. In summary, this work showcases the benefits of mlVAR for process-oriented investigation of temporal and multimodal interrelationships. By detailing the necessary data structuring and analytical procedures, this paper aims to assist other MMLA researchers in productively adopting mlVAR to unpack new insights into collaborative learning dynamics from multimodal data.
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